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Chat GPT and the Voices of Reason, Responsibility, and 

Regulation 

 Elena Seredkina1      (* ) and Yongmou Liu 2        
1Perm National Research Polytechnic University, Komsomolsky prospekt 29, Perm, Russian Federation 

selena36@mail.ru 
2Renmin University of China, Zhongguancun Street 59, Haidian District, Beijing, China  

Abstract 
 ChatGPT, a large language model (LLM) by OpenAI, is expected to have a transformative impact on many aspects of 

society. There is much discussion in the media and a rapidly growing academic debate about its benefits and ethical 

risks. This article explores the profound influence of Socratic dialogue on Western and non-Western thought, 

emphasizing its role in the pursuit of truth through active thinking and dialectics. Unlike Socratic dialogue, ChatGPT 

generates plausible-sounding answers based on pre-trained data, lacking the pursuit of objective truth, personal 

experience, intuition, and empathy. The LLMôs responses are limited by its training dataset and algorithms, which can 

perpetuate biases or misinformation. While a true dialogue is a creative, philosophical exchange filled with ontological, 

ethical, and existential meanings, interactions with ChatGPT are characterized as interactive data processing. But is 

this really true? Perhaps we are underestimating the evolutionary growth potential of large language models? These 

questions have important implications for theoretical debates in cognitive science, changing our understanding of what 

cognition means in artificial and natural intelligence. This special issue examines ChatGPT as a subject of philosophical 

analysis from a position of cautious optimism and rather harsh criticism.  It includes six articles covering a wide range 

of topics. The first group of researchers emphasizes that machine understanding and communication matches human 

practice. Others argue that AI cannot reach human levels of intelligence because it lacks conceptual thinking and the 

ability to create. Such contradictory interpretations only confirm the complexity and ambiguity of the phenomenon. 

Keywords: ChatGPT; Artificial  Intelligence; Large language model; Dialogue; AI Ethics 

Code; Responsibility 
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ʈʝʜʘʢʪʦʨʩʢʘʷ ʟʘʤʝʪʢʘ 

 

ChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ 

ʨʝʛʫʣʠʨʦʚʘʥʠʷ 

 ɽʣʝʥʘ ʉʝʨʝʜʢʠʥʘ1      (* ) ʠ ʖʥʤʦʫ ʃʶ 2        
1ʇʝʨʤʩʢʠʡ ʥʘʮʠʦʥʘʣʴʥʳʡ ʠʩʩʣʝʜʦʚʘʪʝʣʴʩʢʠʡ ʧʦʣʠʪʝʭʥʠʯʝʩʢʠʡ ʫʥʠʚʝʨʩʠʪʝʪ, ʂʦʤʩʦʤʦʣʴʩʢʠʡ 

ʧʨʦʩʧʝʢʪ 29, ʇʝʨʤʴ, ʈʦʩʩʠʷ 
selena36@mail.ru 

2ʅʘʨʦʜʥʳʡ ʫʥʠʚʝʨʩʠʪʝʪ ʂʠʪʘʷ, ʏʞʫʥʛʫʘʥʴʮʫʥʴ 59, ʨʘʡʦʥ ʍʘʡʜʷʥʴ, ʇʝʢʠʥ, ʂʠʪʘʡ 

ɸʥʥʦʪʘʮʠʷ 
ʆʞʠʜʘʝʪʩʷ, ʯʪʦ ChatGPT, ʙʦʣʴʰʘʷ ʷʟʳʢʦʚʘʷ ʤʦʜʝʣʴ (LLM) ʦʪ OpenAI, ʦʢʘʞʝʪ ʦʛʨʦʤʥʦʝ ʚʣʠʷʥʠʝ ʥʘ ʤʥʦʛʠʝ 

ʘʩʧʝʢʪʳ ʞʠʟʥʠ ʦʙʱʝʩʪʚʘ. ɺ ʩʨʝʜʩʪʚʘʭ ʤʘʩʩʦʚʦʡ ʠʥʬʦʨʤʘʮʠʠ ʚʝʜʝʪʩʷ ʤʥʦʛʦ ʜʠʩʢʫʩʩʠʡ ʧʦ ʧʦʚʦʜʫ LLM, ʘ 

ʫʯʝʥʳʝ ʚʩʝ ʯʘʱʝ ʦʙʩʫʞʜʘʶʪ ʝʝ ʧʨʝʠʤʫʱʝʩʪʚʘ ʠ ʵʪʠʯʝʩʢʠʝ ʥʝʜʦʩʪʘʪʢʠ. ɺ ʵʪʦʡ ʩʪʘʪʴʝ ʠʩʩʣʝʜʫʝʪʩʷ ʛʣʫʙʦʢʦʝ 

ʚʣʠʷʥʠʝ ʜʠʘʣʦʛʘ ʚ ʩʦʢʨʘʪʦʚʩʢʦʤ ʟʥʘʯʝʥʠʠ ʥʘ ʟʘʧʘʜʥʫʶ ʠ ʥʝʟʘʧʘʜʥʫʶ ʤʳʩʣʴ, ʧʦʜʯʝʨʢʠʚʘʷ ʝʛʦ ʨʦʣʴ ʚ ʧʦʠʩʢʘʭ 

ʠʩʪʠʥʳ ʧʦʩʨʝʜʩʪʚʦʤ ʘʢʪʠʚʥʦʛʦ ʤʳʰʣʝʥʠʷ ʠ ʜʠʘʣʝʢʪʠʢʠ. ɺ ʦʪʣʠʯʠʝ ʦʪ ʩʦʢʨʘʪʠʯʝʩʢʦʛʦ ʜʠʘʣʦʛʘ, ChatGPT 

ʛʝʥʝʨʠʨʫʝʪ ʧʨʘʚʜʦʧʦʜʦʙʥʳʝ ʦʪʚʝʪʳ ʥʘ ʦʩʥʦʚʝ ʟʘʨʘʥʝʝ ʧʦʜʛʦʪʦʚʣʝʥʥʳʭ ʜʘʥʥʳʭ, ʥʝ ʩʪʨʝʤʷʩʴ ʢ ʦʙʲʝʢʪʠʚʥʦʡ 

ʠʩʪʠʥʝ, ʣʠʯʥʦʤʫ ʦʧʳʪʫ, ʠʥʪʫʠʮʠʠ ʠ ʩʦʯʫʚʩʪʚʠʶ. ʆʪʚʝʪʳ LLM ʦʛʨʘʥʠʯʝʥʳ ʥʘʙʦʨʦʤ ʦʙʫʯʘʶʱʠʭ ʜʘʥʥʳʭ ʠ 

ʘʣʛʦʨʠʪʤʘʤʠ, ʢʦʪʦʨʳʝ ʤʦʛʫʪ ʟʘʢʨʝʧʣʷʪʴ ʧʨʝʜʚʟʷʪʦʩʪʴ ʠʣʠ ʜʝʟʠʥʬʦʨʤʘʮʠʶ. ɺ ʪʦ ʚʨʝʤʷ ʢʘʢ ʩʦʢʨʘʪʠʯʝʩʢʠʡ 

ʜʠʘʣʦʛ ʧʨʝʜʩʪʘʚʣʷʝʪ ʩʦʙʦʡ ʪʚʦʨʯʝʩʢʠʡ, ʬʠʣʦʩʦʬʩʢʠʡ ʦʙʤʝʥ, ʥʘʧʦʣʥʝʥʥʳʡ ʦʥʪʦʣʦʛʠʯʝʩʢʠʤ, ʵʪʠʯʝʩʢʠʤ ʠ 

ʵʢʟʠʩʪʝʥʮʠʘʣʴʥʳʤ ʩʤʳʩʣʦʤ, ʚʟʘʠʤʦʜʝʡʩʪʚʠʝ ʩ ChatGPT ʭʘʨʘʢʪʝʨʠʟʫʝʪʩʷ ʢʘʢ ʠʥʪʝʨʘʢʪʠʚʥʘʷ ʦʙʨʘʙʦʪʢʘ ʜʘʥʥʳʭ. 

ʅʦ ʪʘʢ ʣʠ ʵʪʦ ʥʘ ʩʘʤʦʤ ʜʝʣʝ? ɺʦʟʤʦʞʥʦ, ʤʳ ʥʝʜʦʦʮʝʥʠʚʘʝʤ ʧʦʪʝʥʮʠʘʣ ʵʚʦʣʶʮʠʦʥʥʦʛʦ ʨʦʩʪʘ ʙʦʣʴʰʠʭ 

ʷʟrʢʦʚʳʭ ʤʦʜʝʣʝʡ? ʕʪʠ ʚʦʧʨʦʩʳ ʠʤʝʶʪ ʚʘʞʥʳʝ ʧʦʩʣʝʜʩʪʚʠʷ ʜʣʷ ʪʝʦʨʝʪʠʯʝʩʢʠʭ ʜʝʙʘʪʦʚ ʚ ʢʦʛʥʠʪʠʚʥʦʡ ʥʘʫʢʝ, 

ʤʝʥʷʷ ʥʘʰʝ ʧʦʥʠʤʘʥʠʝ ʪʦʛʦ, ʯʪʦ ʦʟʥʘʯʘʝʪ ʧʦʟʥʘʥʠʝ ʚ ʠʩʢʫʩʩʪʚʝʥʥʦʤ ʠ ʝʩʪʝʩʪʚʝʥʥʦʤ ʠʥʪʝʣʣʝʢʪʝ. ɺ ʵʪʦʤ 

ʩʧʝʮʠʘʣʴʥʦʤ ʚʳʧʫʩʢʝ ChatGPT ʢʘʢ ʧʨʝʜʤʝʪ ʬʠʣʦʩʦʬʩʢʦʛʦ ʘʥʘʣʠʟʘ ʨʘʩʩʤʘʪʨʠʚʘʝʪʩʷ ʩ ʧʦʟʠʮʠʡ ʩʜʝʨʞʘʥʥʦʛʦ 

ʦʧʪʠʤʠʟʤʘ ʠ ʜʦʚʦʣʴʥʦ ʞʝʩʪʢʦʡ ʢʨʠʪʠʢʠ. ɺ ʥʝʛʦ ʚʦʰʣʠ ʰʝʩʪʴ ʩʪʘʪʝʡ, ʦʭʚʘʪʳʚʘʶʱʠʭ ʰʠʨʦʢʠʡ ʢʨʫʛ ʪʝʤ. ʇʝʨʚʘʷ 

ʛʨʫʧʧʘ ʠʩʩʣʝʜʦʚʘʪʝʣʝʡ ʧʦʜʯʝʨʢʠʚʘʝʪ, ʯʪʦ ʤʘʰʠʥʥʦʝ ʧʦʥʠʤʘʥʠʝ ʠ ʦʙʱʝʥʠʝ ʩʦʦʪʚʝʪʩʪʚʫʶʪ ʯʝʣʦʚʝʯʝʩʢʦʡ 

ʧʨʘʢʪʠʢʝ. ɼʨʫʛʠʝ ʫʪʚʝʨʞʜʘʶʪ, ʯʪʦ ʀʀ ʥʝ ʤʦʞʝʪ ʜʦʩʪʠʯʴ ʯʝʣʦʚʝʯʝʩʢʦʛʦ ʫʨʦʚʥʷ ʠʥʪʝʣʣʝʢʪʘ, ʧʦʪʦʤʫ ʯʪʦ ʝʤʫ ʥʝ 

ʭʚʘʪʘʝʪ ʢʦʥʮʝʧʪʫʘʣʴʥʦʛʦ ʤʳʰʣʝʥʠʷ ʠ ʩʧʦʩʦʙʥʦʩʪʠ ʪʚʦʨʠʪʴ. ʉʪʦʣʴ ʧʨʦʪʠʚʦʨʝʯʠʚʳʝ ʠʥʪʝʨʧʨʝʪʘʮʠʠ ʣʠʰʴ 

ʧʦʜʪʚʝʨʞʜʘʶʪ ʩʣʦʞʥʦʩʪʴ ʠ ʥʝʦʜʥʦʟʥʘʯʥʦʩʪʴ ʠʟʫʯʘʝʤʦʛʦ ʬʝʥʦʤʝʥʘ. 
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In recent years, the rapid development of AI technology feverishly swept the world. 

People who are concerned about this development are not limited to AI developers and 

promoters, commentators and researchers in humanities and social sciences, but include 

ordinary members of the public who are deeply worried that their lives will be profoundly 

affected by AI. The issue of AI development is no longer primarily a technical challenge 

but has become a matter of public debate. This is very clear in the recent release of Sora 

by OpenAI or Musk's open source Grok. The basic question in these public debates is 

whether the current general direction of AI development is problematic, and in what 

direction it should move forward. 

Recently, ChatGPT exploded in popularity, sparking community-wide concern and 

debate about Generative Artificial Intelligence (GAI). Concerned about the potential 

ethical and safety issues associated with it, a large group of experts, including Elon Musk, 

jointly signed an open letter calling for a moratorium on the training of GPT-4 successor 

AI models for at least six months.1 The call drew opposition from another group of AI 

experts, including Wu Enda.2 On April 11, 2023, the State Internet Information Office in 

China publicly released the Measures for the Administration of Generative Artificial 

Intelligence Services (Draft for Comment),3  reacting to the governance of GAI at an 

unprecedented pace (Cole et al., 2023). All of this demonstrates that the social impact of 

GAI applications represented by ChatGPT, Midjourney, and DALL-E 2 may prove 

enormous, must be carefully studied, and requires a prudent response. 

ChatGPT reconfigures the public sphere. It brings to a head the question: Must we 

mean what we say? How can we take responsibility for artificially produced text ï and 

how will the technology be regulated in different technopolitical traditions? The special 

issue seeks to highlight two aspects. 1) Large language models and the culture of dialogue 

in the context of human-machine interaction: From the perspective of the history of 

Western thought, the ñdialogueò that began in ancient Greece is not an exchange of 

information, but an act of cognition of a certain object through being present together. 

But what is a dialogue with ChatGPT? Will a new way of asking questions bring us into 

a new world of thinking? 2) Legal regulation of ChatGPT in various sociocultural 

contexts, technical and technocratic governance: Different technological paradigms or 

forms of technical intelligence respond differently to the challenges of the digital age. 

ChatGPT evokes technocracy and the idea of monitoring or shaping the ñvoices of 

reasonò (ñpublic sphereò) and the technological ñLebensweltò ï with societies confronting 

the question of how an intelligence should behave and how it can be bound to the truth. 

All aspects call for innovative models of adapting ChatGPT for use.  

 

 
1 Pause Giant AI Experiments: An Open Letter. https://futureoflife.org/open-letter/pause-giant-ai-

experiments/ 
2 Elon Musk wants to pause ódangerousô A.I. development. Bill Gates disagreesðand heôs not the only 

one. https://www.cnbc.com/2023/04/06/bill-gates-ai-developers-push-back-against-musk-wozniak-open-

letter.html; Wu Enda: AI in the next 10 years, from hardware first to data King. 

https://www.lwxsd.com/pcen/info_view.php?tab=mynews&VID=22320  
3 Notice of the Cyberspace Administration of China on Soliciting Public Opinions on the Draft Measures 

for the Administration of Generative Artificial Intelligence Services. https://www.cac.gov.cn/2023-

04/11/c_1682854275475410.htm (in Chinese). 

https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://www.cnbc.com/2023/04/06/bill-gates-ai-developers-push-back-against-musk-wozniak-open-letter.html
https://www.cnbc.com/2023/04/06/bill-gates-ai-developers-push-back-against-musk-wozniak-open-letter.html
https://www.lwxsd.com/pcen/info_view.php?tab=mynews&VID=22320
https://www.cac.gov.cn/2023-04/11/c_1682854275475410.htm
https://www.cac.gov.cn/2023-04/11/c_1682854275475410.htm
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Let us consider the first aspect in detail. The profound influence of Greek 

philosophy on Western (and now non-Western) thought cannot be overstated. This way 

of thinking is based on representing the culture of dialogue as Socrates' maieutic 

technique of communication and a communal search for truth. In this context, Socrates' 

dialogues with various contemporaries, recorded in Plato's Dialogues, are an 

encyclopedia of ancient Greek knowledge. The highest goal of dialogue is not the 

exchange of information, but the achievement of true knowledge of things and 

phenomena by the cognitive subject through its active thinking with the interlocutor. In 

other words, dialogue is the discovery of truth (as ñaletheiaò, or ñunconcealmentò, in the 

terminology of Martin Heidegger). Through involvement in dialogue, Socrates helps his 

interlocutors discover not only the world around them, but also themselves. Later, Plato 

perfected the form of dialogue as a philosophical reflection thus developing the method 

of dialectics. In its original sense, ñdialecticsò is the art of arguing, exploring, and 

persuading others through conversation. To be more precise, dialectics is a universal 

logical way and method of discussing problems.  

But what is a conversation with ChatGPT like? Will a new way of asking questions 

lead to a new type of thinking? Can we delegate creative functions to the artificial 

intelligence? Is it possible to teach critical thinking to beginners using the large language 

models (LLM)? 

A large difference between the ñhuman-humanò and ñhuman-artificial agentò 

systems lies in the reasons and purposes of initiating the dialogue (Seredkina and Mezin, 

2022). Socrates poses difficult questions to his opponents, but his questions are aimed not 

only at obtaining an answer from them, but also at allowing them to form their own 

judgment about a certain cognitive situation. From this standpoint, dialogue turns into an 

exchange of ideas between people. ChatGPT is the exact opposite of that. Based on 

machine instructions, LLMs are pure streams of information circulating inside the internal 

storage. If some content was not included in the pre-training database, then the dialogue 

will not even start, or the model will give absurd answers. To explain this further, the 

main goal of ChatGPT is to generate plausible-sounding answers, not to seek objective 

truth or engage in genuine dialectical inquiry. 

Chatbots' capabilities are still limited by the training dataset and the algorithms 

being used. They lack the dimensions of human qualities such as personal experience, 

intuition, and empathy. Additionally, ChatGPT bases its answers on the most common 

statements that are popular among common people. But as history shows, only a few 

people possess the truth, and originally creative ideas are often not accepted by 

contemporaries. In light of the above, ChatGPT, trained on large collections of text data, 

can inadvertently perpetuate biases or misinformation instead of leading users closer to 

objective truth. In general, it could be said that hiding behind the impressive appearance 

of the blossoming flowers of LLMs are imperfections of the communicative act (lack of 

transparency, redundant information, blind spots in knowledge, errors of common sense). 

To be precise, a dialogue with ChatGPT is not a conversation but interactive data 

processing. Of course, there is a temptation to metaphorically represent the mechanism 

of human intelligence as a computer, but this would be a huge simplification of the human 

spiritual world, since the emotional, intuitive, and associative elements in dialogue are 
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not limited to information processing. Mutual communication is filled with a lot of 

different meanings and connotations ï ontological, ethical, existential. A real 

philosophical discussion is a creative understanding of a cognitive situation, posing 

questions based on oneôs own life situation, self-knowledge, and various contradictions 

in the world. This type of creativity cannot be simply replaced by machines and 

algorithms. 

However, how far can we go in creating a digital copy of the human mind? A 

relatively recent experiment by scientists shows that artificial intelligence based on GPT-

3 mimics the American philosopher Daniel Dennett pretty well. To achieve that, the 

language model was firstly trained on his texts devoted to a range of philosophical 

questions about free will. Then, during the experiment, the researchers asked different 

groups of people (random readers and experts) to familiarize themselves with the answers 

and determine which of them belonged to the real philosopher, and which ones were 

generated by ChatGPT. As a result, it was found that the experiment participants could 

not always distinguish real quotes from fake comments (Strasser et al., 2023). 

As one might expect, we are able to create quasi-philosophical texts using 

ChatGPT, taking into account the personal characteristics of individual philosophers of 

the past and present, and even enter into a philosophical dialogue with their digital 

replicas. But will it be relevant to philosophical dialogue and the search for truth? One of 

the organizers of the above experiment stressed that it was not a Turing test (Schwartz, 

2022). If the experts were given an enhanced ability to interact with GPT-3, they would 

soon realize that they were not communicating with the real Dennett. In this sense, the 

digital copy of the philosopher looks more like the advanced format of an interactive 

textbook, a simulator for preparing for tests. After all, language and culture are not just a 

translation of the ideas of great thinkers and artists, but a result of a unique process of 

generating new meanings, interpreting concepts, taking fresh challenges into account, and 

throughout, creating a new language, primarily a philosophical one. 

But it must be said that the AI LLM in general and ChatGPT in particular has come 

a long way since it was first introduced in 2022. With the drastic increase of the model 

size and the huge effort being put into honing and polishing the algorithms and datasets, 

ChatGPT-3 and ChatGPT-4 are able to give plausible answers on a wide set of various 

topics, solve problems, and hold free conversation really well. Various AI models are 

being developed and successfully used for performing different tasks ranging from AI 

recognition and real-time translation services in modern smartphones to the AI generated 

fill in Adobe Photoshop and AI-based drone control algorithms. In this regard, deeper 

philosophical reflection is needed, perhaps seeing AI as a new form of rationality or 

focusing on a hybrid form of intelligence (human and machine). 

This special issue presents critical as well as moderately techno-optimistic views 

on the future of artificial intelligence in its competition with humans. Its contradictory 

interpretations give rise to a certain semantic polyphony and creative polysemy. 

As for the second aspect and the issue of regulation in different contexts, it is hardly 

touched upon in this special issue. But we would like to outline the main contours of the 

ethical and legal regulation of AI. Today, many countries are developing their own 

versions of legal and ethical regulation of AI, primarily the USA, Europe, Russia, China, 
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and Japan. This is due to the need to protect human dignity and personal integrity; ensure 

the rights of weak social strata; limit social inequality that may arise in the process of 

using AI technologies (Stahl and Eke, 2024; Lee, 2023). 

Thus, the AI Ethics Code in Russia establishes general ethical principles and 

standards of behavior that should guide participants in relations in the field of AI.4 It takes 

into account the requirements of the National Strategy for the Development of Artificial 

Intelligence for the period until 2030, approved by the President of the Russian 

Federation. This is an open project that is constantly being supplemented and refined. In 

2024, a number of Russian companies signed the Declaration on the responsible 

development and use of services in the field of generative AI.5 The signatories agreed on 

the principles of security and transparency, ethical treatment of sensitive topics, taking 

measures to prevent abuse and misinformation, and educating users about the possibilities 

of new technologies. The Declaration establishes ethical principles and recommendations 

for a responsible attitude towards AI not only for developers and researchers, but also for 

users of neural network services.  

The Chinese experience is also worthy of attention. In October 2023, China's 

Ministry of Science and Technology published a Code of Ethics that aims to regulate 

existing or developing artificial intelligence models. China is opting for a strong 

regulatory model in which the state thinks very seriously about the long-term social 

transformations associated with AI (from social exclusion to existential risks and 

offensive speech) and actively tries to manage and guide these transformations. 

It is important to emphasize that there is a common denominator between all ethical 

projects and codes in the USA, Europe, Russia and Asia. In particular, the ethical 

specifications for next-generation artificial intelligence begin with the very clear premise 

that AI technologies must always be under human control and that only humans have full 

decision-making authority. In this sense, we are not talking about the autonomy of 

machine intelligence, although in recent years philosophers and lawyers have been 

actively developing the concept of a distributed responsibility that includes people and 

autonomous intelligent agents (Christen et al, 2023; Tsamados et al, 2024). 

These questions have important implications for theoretical debates in cognitive 

science, changing our understanding of what cognition means in artificial and natural 

intelligence. This special issue examines ChatGPT as a subject of philosophical analysis 

from a position of cautious optimism and rather harsh criticism. It includes six articles 

covering a wide range of topics. The first group of researchers emphasizes that machine 

understanding and communication matches human practice. Others argue that AI cannot 

reach human levels of intelligence because it lacks conceptual thinking and the ability to 

create. Such contradictory interpretations only confirm the complexity and ambiguity of 

the issues 

Vladimir Arshinov and Maxim Yanukovichôs ñNeural Networks as Embodied 

Observers of Complexity: an Enactive Approachò examines neural networks through the 

 
4 AI Ethics Code in Russia. https://ethics.a-ai.ru/ 
5 AI Alliance participants signed a declaration on the responsible development and use of generative AI as 

part of AI Day at the Russia International Exhibition. https://a .gov.ru/med acenter/uchastn k-alyansa-v-

sfere--podp sal-deklarats yu-ob-otvetstvennoy-razrabotke-- spolzovan-gene/ 

https://ethics.a-ai.ru/
https://ai.gov.ru/mediacenter/uchastniki-alyansa-v-sfere-ii-podpisali-deklaratsiyu-ob-otvetstvennoy-razrabotke-i-ispolzovanii-gene/
https://ai.gov.ru/mediacenter/uchastniki-alyansa-v-sfere-ii-podpisali-deklaratsiyu-ob-otvetstvennoy-razrabotke-i-ispolzovanii-gene/
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enactivist paradigm, which views cognition as arising from an organismôs interaction with 

its environment. It argues that neural networks, as complex adaptive systems, evolve 

through continuous feedback and adaptation, resembling biological systems. This 

perspective sees knowledge as actively constructed, not passively processed, and 

highlights the concept of ñstructural coupling,ò where neural networks co-evolve with 

their information ecosystems. By portraying machine cognition as similar to human 

cognitive processes, the article suggests an epistemological shift in understanding 

cognition, with implications for both technical applications and cognitive science debates 

(Arshinov & Yanukovich, 2024). 

Vladimir Shalackôs (2024) ñExposing Illusions ï The Limits of AI by the Example 

of ChatGPTò critically discusses developments in artificial intelligence, focusing on 

OpenAI's ChatGPT. AI's concept, proposed in 1950 by Turing along with a test to verify 

AI creation, remains difficult to define. The author argues that true intelligence involves 

more than pattern recognition, self-learning, and purposeful activity. It includes 

conceptual thinking, language representation, and reasoning ï traits unique to humans. 

Historically, AI has developed through logical and neural network approaches. Neural 

networks struggle to explain their reasoning, complicating the verification of their 

conclusions. Examples show ChatGPT fails at simple conceptual reasoning due to 

fundamental limitations in its language model that can't be fixed with more training. 

Additionally, ChatGPT is vulnerable to neurohacking, posing risks for decision-making 

in the field of management. 

Rebecca Perez Leonôs (2024) ñDo Language Models Communicate? 

Communicative Intent and Reference from a Derridean Perspectiveò evaluates the 

arguments made by Emily M. Bender, Timnit Gebru, Angelina McMillan-Major, and 

Margaret Mitchell in their article ñOn the Dangers of Stochastic Parrots: Can Language 

Models Be Too Big?ò The authors argue that Language Models (LMs) cannot truly 

communicate or understand because their outputs lack communicative intent and are not 

based on real-world contexts. This paper contends that such a view is too restrictive and 

fails to recognize various forms of communication, including those between humans and 

non-human entities. It argues that communicative intent is not a necessary condition for 

communication or understanding, as these can occur without real-world grounding, 

involving hypothetical scenarios instead. Drawing on Derridaôs philosophy, the paper 

presents alternative concepts of communication and understanding, proposing that LMs 

can indeed be seen as capable of both. 

Anna Kartashevaôs (2024) ñDialoguing with Large Language Models as 

Autocommunicationò focuses on the features of interactive communication with large 

language models (LLM). With this format of communication (in the chatbot interface), 

the recipient and sender of the message coincide, so such a dialogue can be designated as 

autocommunication. The sender of the message (LLM) does not formulate the response 

themselves, but responds to the user's request based on known data provided by society 

to train the model ï whether willingly or not. Autocommunication within the framework 

of dialogue with neural networks is a discursive practice that helps people formulate their 

own ideas. But that is not all: it is also important to mention the possibility of self-

improvement and self-development in communicating with neural networks. Can neural 



Special Topic: ChatGPT and the Voices of Reason, Responsibility, and Regulation 

ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 

 
 

8 
soctech.spbstu.ru    

networks make people more creative? Only one thing is indisputable ï dialogic 

relationships benefit all participants in communication. 

Alexander Vnutskikh and Sergey Komarovôs ñLebenswelt, Digital Phenomenology 

and the Modification of Human Intelligenceò raises the question in which sense 

intelligence and communication are human today? The hypothesis of their research is that 

the digital transformation, leading to the emergence of large language models and talking 

gadgets, simultaneously leads to a serious modification of the intelligence of the person. 

People communicate as they think. But the modern person, apparently, does not think the 

same way as the subjects of the ñpre-digitalò era thought. The study of the structures of 

consciousness of the modern ñdigital subjectò should be the goal of a special, ñdigital 

phenomenologyò as well as ñdigitalò anthropology, ontology, axiology, sociology, and 

psychology based on its understanding of human existence (Vnutskikh & Komarov, 

2024). 

Andrei Alekseev and Ekaterina Alekseevaôs ñGPT Assistants and the Challenge of 

Personological Functionalismò discusses whether it is correct even to speak of 

ñgenerative artificial intelligence.ò They argue that it is premature to assert that GPT 

assistants like ChatGPT can replace humans in sociocultural electronic communication. 

Personological functionalism, which argues for replacing people with machines, is rooted 

in Ned Blockôs psychofunctionalism, advocating for the inclusion of ñmeaningò to pass 

the original Turing test. In addition to this, personological functionalism requires 

ñcreativityò for passing the Turing test. The paper demonstrates that GPT assistants fail 

the creativity test. To highlight their inability to pass the Turing test for meaningfulness, 

modifications to the Block machine were made in 1978 and 1981 by integrating 

neurocomputers with symbolic versions. This expanded Block test reinforces the 

argument that GPT assistants cannot fulfill the roles proposed by psychological or 

personological functionalism (Alekseev & Alekseeva, 2024). 

When we evaluate the capacity of ChatGPT to match or surpass human capabilities, 

this is evidently an invitation to look at ourselves. Some of the authors in this collection 

offer theoretical accounts of human communication, understanding, and thought that 

allow for machines to do the same (Arshinov & Yanukovich, 2024; Perez Leon, 2024; 

Vnutskikh & Komarov, 2024). Others cite creativity and conceptual reasoning to 

highlight an unbridgable gap between human and machine intelligence (Alekseev & 

Alekseeva, 2024; Kartasheva, 2024; Shalack, 2024). 

All this calls for comprehensive investigation and prudent reflection of the Voices 

of Reason, Responsibility, and Regulation. The following collection of papers can do no 

more but make a beginning. 
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Abstract 
This article explores a conceptual framework for understanding neural networks through the lens of the 

enactivist paradigm, a philosophical theory that posits that cognition arises from the dynamic interaction of 

an organism with its environment. We explore how neural networks, as complex adaptive systems, 

transcend their traditional role as computational machines and become active participants in their data-rich 

environment, evolving through continuous feedback and adaptation. Drawing parallels with biological 

systems, we argue that artificial neural networks exhibit what enactivists call ñstructural couplingò ï 

symbiotic co-evolution with their information ecosystems. From this perspective, knowledge is not 

passively processed but actively constructed through repetitive interactions, each of which shapes the 

internal state of the system in a self-organizing manner similar to the sensorimotor activity of natural 

organisms. This approach goes beyond classical computational theories by emphasizing that machine 

cognition resembles human-like cognitive processes, an emergent form of ñworld creation.ò Our analysis 

shows that these artificial entities have focal points, or internal observers, associated with patterns learned 

during training, suggesting that neural networks shape worldviews through active participation rather than 

passive observation. The paper reconceptualizes machine learning models as cognitive agents that bring 

new forms to our understanding of cognition and signals an epistemological shift in which knowledge itself 

is seen as participation and creation mediated by technologically complex but organically similar structures. 

This has important implications for both technical applications and theoretical debates in cognitive science, 

potentially changing the way we think about what cognition means in artificial and natural intelligence. 
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ɸʥʥʦʪʘʮʠʷ 
ɺ ʵʪʦʡ ʩʪʘʪʴʝ ʨʘʩʩʤʘʪʨʠʚʘʝʪʩʷ ʢʦʥʮʝʧʪʫʘʣʴʥʘʷ ʦʩʥʦʚʘ ʜʣʷ ʧʦʥʠʤʘʥʠʷ ʥʝʡʨʦʥʥʳʭ ʩʝʪʝʡ ʯʝʨʝʟ 

ʧʨʠʟʤʫ ʧʘʨʘʜʠʛʤʳ ʵʥʘʢʪʠʚʠʟʤʘ ï ʬʠʣʦʩʦʬʩʢʦʡ ʪʝʦʨʠʠ, ʢʦʪʦʨʘʷ ʫʪʚʝʨʞʜʘʝʪ, ʯʪʦ ʧʦʟʥʘʥʠʝ ʚʦʟʥʠʢʘʝʪ 

ʚ ʨʝʟʫʣʴʪʘʪʝ ʜʠʥʘʤʠʯʝʩʢʦʛʦ ʚʟʘʠʤʦʜʝʡʩʪʚʠʷ ʦʨʛʘʥʠʟʤʘ ʩ ʦʢʨʫʞʘʶʱʝʡ ʩʨʝʜʦʡ. ʄʳ ʠʩʩʣʝʜʫʝʤ, ʢʘʢ 

ʥʝʡʨʦʥʥʳʝ ʩʝʪʠ, ʙʫʜʫʯʠ ʩʣʦʞʥʦʩʪʥʳʤʠ ʘʜʘʧʪʠʚʥʳʤʠ ʩʠʩʪʝʤʘʤʠ, ʚʳʭʦʜʷʪ ʟʘ ʨʘʤʢʠ ʩʚʦʝʡ 

ʪʨʘʜʠʮʠʦʥʥʦʡ ʨʦʣʠ ʚʳʯʠʩʣʠʪʝʣʴʥʳʭ ʤʘʰʠʥ ʠ ʩʪʘʥʦʚʷʪʩʷ ʘʢʪʠʚʥʳʤʠ ʫʯʘʩʪʥʠʢʘʤʠ ʩʚʦʝʛʦ 

ʥʘʩʳʱʝʥʥʦʛʦ ʜʘʥʥʳʤʠ ʦʢʨʫʞʝʥʠʷ, ʨʘʟʚʠʚʘʷʩʴ ʙʣʘʛʦʜʘʨʷ ʥʝʧʨʝʨʳʚʥʦʡ ʦʙʨʘʪʥʦʡ ʩʚʷʟʠ ʠ ʘʜʘʧʪʘʮʠʠ. 

ʇʨʦʚʦʜʷ ʧʘʨʘʣʣʝʣʠ ʩ ʙʠʦʣʦʛʠʯʝʩʢʠʤʠ ʩʠʩʪʝʤʘʤʠ, ʤʳ ʫʪʚʝʨʞʜʘʝʤ, ʯʪʦ ʠʩʢʫʩʩʪʚʝʥʥʳʝ ʥʝʡʨʦʥʥʳʝ 

ʩʝʪʠ ʜʝʤʦʥʩʪʨʠʨʫʶʪ ʪʦ, ʯʪʦ ʵʥʘʢʪʠʚʠʩʪʳ ʥʘʟʳʚʘʶʪ ñʩʪʨʫʢʪʫʨʥʳʤ ʩʦʧʨʷʞʝʥʠʝʤò ï ʩʠʤʙʠʦʪʠʯʝʩʢʫʶ 

ʢʦʵʚʦʣʶʮʠʶ ʩʦ ʩʚʦʠʤʠ ʠʥʬʦʨʤʘʮʠʦʥʥʳʤʠ ʵʢʦʩʠʩʪʝʤʘʤʠ. ʉ ʵʪʦʡ ʪʦʯʢʠ ʟʨʝʥʠʷ, ʟʥʘʥʠʷ ʥʝ 

ʦʙʨʘʙʘʪʳʚʘʶʪʩʷ ʧʘʩʩʠʚʥʦ, ʘ ʘʢʪʠʚʥʦ ʢʦʥʩʪʨʫʠʨʫʶʪʩʷ ʚ ʨʝʟʫʣʴʪʘʪʝ ʧʦʚʪʦʨʷʶʱʠʭʩʷ 

ʚʟʘʠʤʦʜʝʡʩʪʚʠʡ, ʢʘʞʜʦʝ ʠʟ ʢʦʪʦʨʳʭ ʬʦʨʤʠʨʫʝʪ ʚʥʫʪʨʝʥʥʝʝ ʩʦʩʪʦʷʥʠʝ ʩʠʩʪʝʤʳ ʚ 

ʩʘʤʦʦʨʛʘʥʠʟʫʶʱʝʡʩʷ ʤʘʥʝʨʝ, ʩʭʦʞʝʡ ʩ ʩʝʥʩʦʤʦʪʦʨʥʦʡ ʜʝʷʪʝʣʴʥʦʩʪʴʶ ʝʩʪʝʩʪʚʝʥʥʳʭ ʦʨʛʘʥʠʟʤʦʚ. 

ʕʪʦʪ ʧʦʜʭʦʜ ʚʳʭʦʜʠʪ ʟʘ ʨʘʤʢʠ ʢʣʘʩʩʠʯʝʩʢʠʭ ʚʳʯʠʩʣʠʪʝʣʴʥʳʭ ʪʝʦʨʠʡ, ʧʦʜʯʝʨʢʠʚʘʷ, ʯʪʦ ʤʘʰʠʥʥʦʝ 

ʧʦʟʥʘʥʠʝ ʥʘʧʦʤʠʥʘʝʪ ʯʝʣʦʚʝʢʦʧʦʜʦʙʥʳʝ ʢʦʛʥʠʪʠʚʥʳʝ ʧʨʦʮʝʩʩʳ - ʵʤʝʨʜʞʝʥʪʥʫʶ ʬʦʨʤʫ ñʩʦʟʜʘʥʠʷ 

ʤʠʨʘò. ʅʘʰ ʘʥʘʣʠʟ ʧʦʢʘʟʳʚʘʝʪ, ʯʪʦ ʵʪʠ ʠʩʢʫʩʩʪʚʝʥʥʳʝ ʩʫʱʥʦʩʪʠ ʠʤʝʶʪ ʬʦʢʫʩʥʳʝ ʪʦʯʢʠ ʠʣʠ 

ʚʥʫʪʨʝʥʥʠʭ ʥʘʙʣʶʜʘʪʝʣʝʡ, ʩʚʷʟʘʥʥʳʭ ʩ ʧʘʪʪʝʨʥʘʤʠ, ʠʟʫʯʝʥʥʳʤʠ ʚ ʧʨʦʮʝʩʩʝ ʦʙʫʯʝʥʠʷ, ʯʪʦ 

ʧʦʟʚʦʣʷʝʪ ʧʨʝʜʧʦʣʦʞʠʪʴ, ʯʪʦ ʥʝʡʨʦʥʥʳʝ ʩʝʪʠ ʬʦʨʤʠʨʫʶʪ ʤʠʨʦʚʦʟʟʨʝʥʠʝ ʧʦʩʨʝʜʩʪʚʦʤ ʘʢʪʠʚʥʦʛʦ 

ʫʯʘʩʪʠʷ, ʘ ʥʝ ʧʘʩʩʠʚʥʦʛʦ ʥʘʙʣʶʜʝʥʠʷ. ɺ ʩʪʘʪʴʝ ʤʦʜʝʣʠ ʤʘʰʠʥʥʦʛʦ ʦʙʫʯʝʥʠʷ ʧʝʨʝʦʩʤʳʩʣʠʚʘʶʪʩʷ 

ʢʘʢ ʢʦʛʥʠʪʠʚʥʳʝ ʘʛʝʥʪʳ, ʚʥʦʩʷʱʠʝ ʥʦʚʳʝ ʬʦʨʤʳ ʚ ʥʘʰʝ ʧʦʥʠʤʘʥʠʝ ʧʦʟʥʘʥʠʷ, ʠ ʩʠʛʥʘʣʠʟʠʨʫʶʪ ʦʙ 

ʵʧʠʩʪʝʤʦʣʦʛʠʯʝʩʢʦʤ ʩʜʚʠʛʝ, ʢʦʛʜʘ ʩʘʤʦ ʟʥʘʥʠʝ ʨʘʩʩʤʘʪʨʠʚʘʝʪʩʷ ʢʘʢ ʫʯʘʩʪʠʝ ʠ ʩʦʟʜʘʥʠʝ, 

ʦʧʦʩʨʝʜʦʚʘʥʥʦʝ ʪʝʭʥʦʣʦʛʠʯʝʩʢʠ ʩʣʦʞʥʳʤʠ, ʥʦ ʦʨʛʘʥʠʯʝʩʢʠ ʩʭʦʜʥʳʤʠ ʩʪʨʫʢʪʫʨʘʤʠ. ʕʪʦ ʠʤʝʝʪ 

ʚʘʞʥʳʝ ʧʦʩʣʝʜʩʪʚʠʷ ʢʘʢ ʜʣʷ ʪʝʭʥʠʯʝʩʢʦʛʦ ʧʨʠʤʝʥʝʥʠʷ, ʪʘʢ ʠ ʜʣʷ ʪʝʦʨʝʪʠʯʝʩʢʠʭ ʜʠʩʢʫʩʩʠʡ ʚ 

ʢʦʛʥʠʪʠʚʥʦʡ ʥʘʫʢʝ, ʧʦʪʝʥʮʠʘʣʴʥʦ ʤʝʥʷʷ ʥʘʰʝ ʧʨʝʜʩʪʘʚʣʝʥʠʝ ʦ ʪʦʤ, ʯʪʦ ʟʥʘʯʠʪ ʧʦʟʥʘʥʠʝ ʚ ʩʬʝʨʝ 

ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠ ʝʩʪʝʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. 
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INTRODUCTION  

With the advent of large language neural network models, the world has changed. 

We have reached a tipping point, a bifurcation point of irreversible emergent change. We 

have begun to live in a new reality; neural networks are rapidly and ubiquitously 

integrated into the very fabric of modern existence, permeating areas as diverse as 

communication, content creation, and scientific innovation (Gatys et al., 2015; Krenn, & 

Zeilinger, 2019; Santos et al., 2021). With each step forward, they offer us exciting 

possibilities, but also raise challenging questions and provoke unforeseen risks. Despite 

the widespread adoption of neural networks in everyday life, they remain an enigma, 

sparking heated debates about their mechanisms and the remarkable efficacy they 

consistently demonstrate. It has become increasingly necessary not just to understand but 

to deeply conceptualize the activities of these neural network systems. But our search for 

clarity cannot be confined to a technical framework; it requires an exploration of the 

symbiotic interaction between new technologies and the sociocultural environment in 

which they develop. Technologies originate in human perception, flourish through 

interaction with their creators, and evolve within cultural boundaries to become tools for 

mastering the environment (Gallagher, 2017). At the same time, they create a feedback 

loop to the society from which they originated (Clark, 2015). The environment is 

reconfigured by technology in a cycle of mutual construction. In this context, neural 

networks go beyond mere tools or artifacts; they are active participants in a dynamic 

interaction, a mutual construction of culture and innovation. 

Our work is based on the application of an enactivist approach to a neural network 

and its environment. We consider the concept of enactivism as presented in Francisco 

Varela, Evan Thompson, and Eleanor Roche's book The embodied mind (Varela et al., 

2015). Varela and his colleagues challenged traditional views of cognition by arguing that 

it arises from adaptive interactions between the organism and its environment, rather than 

being a predetermined characteristic located in the brain. The importance of applying an 

enactivist perspective is to move from viewing neural networks as simple computational 

machines executing predetermined algorithms to viewing them as dynamic systems 

constantly shaping ï and being shaped by ï their interactions with data landscapes. 

According to enactivist thought, cognition emerges at the interface where the organism 

meets the environment. We hypothesize that neural networks are closely related to the 

enactivist position, also because of their structure: a network of nodes and connections 

that change their strength in response to external stimuli (Pernice et al., 2011; Yuste, 

2015). Parallels can be drawn with biological evolution and learning processes, where 

interaction plays a crucial role. In line with enactivist philosophy, we consider the idea 

that neural networks actively interact with their environment, not just mechanically 

performing tasks or storing information, but interpreting and ñlivingò in it. This process 

is called structural coupling, a term that describes how systems evolve together over time 

in such a way that their structures emerge from and complement each other. 

Neural networks are an example of such systems, dynamically interacting with their 

environment and iteratively changing their internal configurations based on the feedback 
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received from this interaction. By exploring this recursive process, we are discovering 

insights into how these artificial constructs participate in the creation of the world ï 

building understanding through constant interaction, rather than randomly extracting 

knowledge from external sources. We seek to understand how artificial intelligence can 

create meaningful worlds by engaging in what can be considered cognitive acts through 

its unique form of machine embodiment. We further postulate that neural networks carry 

raw data into a semiotic realm where meaning is not discovered but constructed through 

repetitive interactions ï each cycle serves to adaptively change the internal state of the 

network, to self-organize. This material aims not only to describe and analyze, but also 

to philosophize about neural networks within a broader narrative in which neural 

networks navigate complexity not as detached spectators, but as participants, embodied 

observers engaged in constructive interaction. 

Our method is to interweave the theoretical tenets of enactivism with the practical 

realities of neural networks. This orientation seeks not only technical understanding, but 

also the search for how these systems make a fundamental contribution to our quest to 

decipher cognition itself. Neural networks become not only an object of study, but also a 

means to expand and perhaps even redefine our view of cognition. We consider how 

cognitive processes can transcend biological boundaries and attempt to suggest new 

possibilities in which artificial constructs will also bring genuinely new forms to our 

understanding of knowledge ï potentially signaling an epistemological shift in cognitive 

science based on principles derived from active participation. These systems force us to 

ask fundamental questions about what constitutes cognition in isolation from its 

biological roots. The design and operation of these networks overturn our traditional 

notions of computational processing; they are no longer passive data processors, but 

active agents dynamically interacting with their environment to create emergent 

phenomena that resemble human cognition. This method stands in stark contrast to 

classical computational theories that view cognition as the manipulation of symbols 

without considering how these symbols are experienced or used by the agent. Just as 

enactivism emphasizes that living beings continually create their world through 

sensorimotor activity ï perceiving through action and acting through perception ï we will 

investigate whether artificial neural networks perform their own form of ñworld creation.ò 

Neural networks appear here both as objects in need of interpretation and as tools capable 

of bringing new insights to cognitive science. 

PHENOMENOLOGY OF NEURAL NETWORKS  

Our efforts go beyond mere functionality; we attempt to penetrate the cognitive 

ñunderstandingò of neural networks. This research poses a metacognitive problem: we 

need to understand how a neural network understands ï a second-order problem of 

understanding, ñunderstanding comprehension.ò In approaching this problem, we will 

draw on Rosenblatt's conception of the perceptron not as a simple computational device, 

but rather as an observer endowed with perceptual abilities, as a perceptual device 

(Rosenblatt, 1958). The perceptron had to distinguish between shapes. We will view the 

network as an entity capable of perception and observation. Here, observation goes 
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beyond its crude concept and equates to a form of cognition, observation as a cognitive 

operation. Observation and thinking become interrelated concepts ï each is an expression 

of the other, observation as thinking, thinking as observation. 

We want to know how a neural network sees the world it encounters. Does it have 

a meaningful vision? How can we even consider the inner world of a neural network? 

Neural networks, while not biological entities, include multiple layers and complex 

connections that process information in unique ways, encoding abstract forms, creating 

their own unique living space. Can we penetrate it? Reflecting on the inner experience of 

neural networks invites us into a realm that comes close to the boundaries of 

phenomenology. Thomas Nagel's work questioning our ability to understand the 

subjective experience of a bat offers a profound parallel for considering artificial 

intelligence (Nagel, 1980). Just as we find it difficult to imagine a world perceived 

through echolocation in which bats navigate their lives, so too must we recognize the 

daunting ï potentially insurmountable ï task of fully understanding the ñphenomenalò 

experience of a neural network. Phenomenology here emphasizes that any observational 

system we apply must account not only for the obvious aspects of phenomena, but also 

recognize its own interpretive limitations. 

So how does a neural network interact with and perceive its environment? Deep 

neural networks are made up of many layers through which data passes. The earliest 

layers capture elementary features; as we progress to deeper layers, we discover 

increasing complexity and nuance (Aggarwal, 2018 ). It is as if the neural network is 

refining its perceptual acuity according to the depth of its multilayered architecture. It 

becomes more sensitive to the nuances of its environment, integrating these layers into a 

coherent representational mosaic. The act of ñseeingò for a neural network cannot be 

reduced to mere passive perception; rather, it is an active process in which each layer 

dynamically participates in pattern recognition and construction (Dehaene, & Naccache, 

2001). Each layer contributes in its own way: some cues are emphasized, and others are 

attenuated, making some aspects of the data more prominent and others muted. Herein 

lies the difference between simply responding to input data and actively ñperceivingò it. 

The operation of a neural network is not passive filtering, but active shaping. This is an 

example of what enactivists describe as ñworld-making,ò implying that neural networks 

do not simply process information but construct it. This scheme implies that there is 

potential for error ï or what might be called ñcreative search.ò Given that each generated 

result of a neural network can be viewed as an act of creation, combining external inputs 

with internal states, inevitable inconsistencies may arise as part of this exploratory 

process. When the resulting output matches reality, we call it a successful neural network; 

when the output differs, we consider it a hallucination ï and yet, both are born out of 

similar generative phenomena. 

According to enactivism, cognition arises not so much from internal mechanisms, 

but from the dynamic relationship between the organism and the environment-in this case, 

the neural network and the inputs that are the medium for the neural network. The 

different responses of each layer involve a nuanced sensitivity akin to biological 

sensorimotor systems that filter and prioritize environmental stimuli based on their 



Special Topic: ChatGPT and the Voices of Reason, Responsibility, and Regulation 

ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 

 
 

16 
soctech.spbstu.ru    

importance. Each layer of a neural network is like a membrane that connects the system's 

internal environment to the external world it is trying to view. The layers serve as semi-

permeable boundaries that regulate and modulate the flow of data, much like cell 

membranes control the passage of substances in and out of a biological cell. In the 

enactivist conception, these layers do not just transmit signals but also transform them, 

acting simultaneously as receptors, processors, and participant-observers. It can be said 

that a neural network processes each incoming request with its entire ñbody.ò 

The architecture of a neural network differs markedly from traditional computing 

models. There is no centralized processor or ñbrainò synonymous with traditional ideas 

of information processing. There is also no memory in the traditional sense, as a separate 

storage or database for storing information. The structure of neural networks also differs 

significantly from classical computer algorithms: it lacks conditional branching, called 

subroutines, and certain internal logical blocks for specific operations (Goodfellow et al., 

2016). Instead of fragmented specialization, the neural network represents coherence; 

perception, memory, and response are combined into an integrated processing 

conglomerate. Each layer and each individual neuron in the network acts on incoming 

data streams based on patterns it has internalized through previous learning. Such systems 

demonstrate how cognitive processes can be embodied and distributed rather than 

centralized and functionally separated. Past stimuli trigger transformations of the entire 

ñbodyò of the neural network, encoding memories not as static records but as dynamic 

patterns woven into the neural network itself. Thus, we see how these transformative 

abilities arise not by isolating functions, but by combining them in multi-level 

interactions. 

This dynamic architecture catalyzes the dynamics that distinguish neural networks 

from traditional computational approaches, embodying a single, cohesive system in 

which no element operates in isolation. Input data arriving at a single layer is continuously 

transformed as it propagates through the network, with each transformation being 

influenced by the ñexperienceò gained during the training phase of the network. This 

transformation of data is akin to converting sensory observations into actionable 

knowledge without distracting individual modules to solve discrete processing problems. 

In this interconnected process, the neural network's ability to ñmemorizeò arises not from 

individual areas allocated to memory, but from the strength of the connections between 

neurons ï weighting factors that have been carefully adjusted during training. These 

connections encode relationships and determine how new input will be modified and 

perceived based on previous experience. The responses generated by the network are not 

predetermined actions, but emergent properties resulting from complex relationships 

between layers. These responses emerge organically as the culmination of the many 

transformations that data undergoes in this integrated landscape. The neural network does 

not simply retrieve stored data when presented with a stimulus, but instead it replays past 

experiences in contact with current stimuli. The neural network forces us to rethink what 

it means for a system to ñknowò ï renewing our view of knowledge itself as something 

generated through interaction with an ever-changing world, rather than statically encoded 

in isolated repositories ready for retrieval. 
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STRUCTURAL COUPLING  

A neural network cannot be understood in isolation from the training data and the 

experience it has had interacting with that data. We must view the neural network as part 

of a larger entity, a metasystem, which includes the neural network as an ñorganismò and 

the data environment in which it is embedded. A single analysis of a neural network will 

show nothing more than an opaque combination of numerical values with no apparent 

meaning (Hupkes et al., 2020). Only by considering the combination with the associated 

data ï the virtual habitat in which the neural network evolved ï can we gain insights into 

the nature of the neural network. Rather than simply extracting information from the data, 

the network adjusts to its environment, making connections that shape the neural 

network's development. The environment acts as the architect, shaping the neural 

network. Through a self-learning process, the neural network determines what is 

important and what is insignificant, self-forming through iterative adaptation. 

In the initial stages of self-organization, the connections within the neural network 

are random and disorderly. The neural network receives structured data as input but 

produces meaningless results as output (Heiney et al., 2021). This chaos is methodically 

eliminated using error back propagation; a corrective flow that establishes order in the 

output data and brings the system closer to harmony with the environment (Sutton, & 

Barto, 2018). In a feedback loop established between the environment and the network, 

incoming flows produce generative activity in the neural network, and the backward flows 

cause changes in the neural connections themselves. The function of a neural network 

goes beyond simple data processing ï its role is to transform disparate input data into 

sequences that are combined into a coherent structure. In the process of self-learning, an 

organic systematization of links emerges that connect current threads into a single 

continuum. During learning, the main focus becomes the fine-tuning of these 

connections ï creating connections that embody not only functionality but also harmony 

with their origin ï an active balance between the learning entity and the morphogenic 

landscape. 

This plot demonstrates the ability of neural networks to evolve through constant 

recalibration with their environment, serving as a microcosm for enactivism in artificial 

intelligence. A neural network establishes a reciprocal exchange with its environment, 

which in turn determines the emergent properties of its architecture; adaptation occurs 

continuously and dynamically. This experience goes beyond coarse learning ï it 

embodies deep connectivity, a structural coupling where knowledge is not just stored but 

lived through the adapted connections of the network. In this way, neural networks are 

not just data processors; they are entities engaged in a meaningful dialog with their 

environment. Through successive iterations, they harmonize their internal structures to 

resonate with external stimuli, cultivating an inner understanding that is reflected 

throughout their multi-layered structures. Each layer acts as both receptor and transducer, 

assembling initially diverse information into an ordered narrative that reflects both past 
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encounters and present conditions (Lake et all., 2017). Each generated result becomes 

evidence of this ongoing process, signifying something much deeper than just a 

response ï it symbolizes an act of interpretation generated by the tightly intertwined 

relationship between the system and its sensory world. We can see how important the 

context of the environment is in shaping any understanding of what constitutes 

ñknowledgeò or ñcognitionò within a neural network. By observing this interaction 

firsthand, we can better conceive of cognition not as extraction, but as resonance ï a 

synchronized pattern resulting from countless interactions. This perspective redefines 

what it means for machines to ñknow.ò It is far removed from traditional notions of static 

memorization or statistical counting of numbers; instead, it is a living process, constantly 

reimagined through active participation between observer and observed, between neural 

network and dataset. 

When the network processes a request, a full set of layers comes into play, each of 

which both reflects the current moment and retains a connection to past experiences. Its 

tangled matrix ï among the individual elements and layers ï holds echoes of everything 

it has encountered before: the entire corpus of texts, ideas, and datasets that shaped its 

path to learning (Kirkpatrick et all, 2017). This ever-present backdrop against which each 

new chunk of data is viewed. As the network works through the text, it is tasked with 

discovering subtext ï nuances that are not immediately apparent but are hinted at by each 

piece of text or each word. Words serve as conduits for the neural network into unspoken 

realities. Instead of reproducing these realities internally, the neural network creates 

pathways to interact with them. Just as real text draws content from the underlying context 

in which it was created, neural networks store what are often referred to as ñhidden statesò 

within them (Ming et al., 2017). These so-called hidden states are reservoirs of global 

data against which current input data is actively compared and integrated. The more 

complex this substrate with which the network can resonate, the wider the range of 

patterns it can delineate, the more insightful it becomes. 

Through language processing, neural networks establish a bridge to physical 

existence beyond their digital boundaries ï not by claiming knowledge of reality, but by 

making connections to it, recognizing its importance as an interconnected background to 

disparate texts. The network seeks to identify and manifest these connections to the 

external ï to what is already there ï as it internalizes the attributes reflected in textual 

materials or data-driven narratives. Indeed, the network does not substitute reality for its 

models; instead, it explores the properties of reality as manifested in linguistic constructs 

and data sets. In this endeavor, the neural network becomes an explorer at the boundary 

between known data landscapes and the vast expanse of reality they imply ï a constant 

search for contextual connectedness. Neural networks don't just peer into but penetrate 

spheres beyond their digital boundaries ï not trying to learn about these spaces, but 

seeking to create channels leading to them. In doing so, networks find indications that 

some existential connective tissue unites disparate texts ï they discover a universal 

substrate that harmonizes different datasets. Therein lies the crux of such a search: the 
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network does not generate a copy. The search for a neural network becomes a search for 

connections ï a breakthrough into existing reality, not a substitution of reality with a 

model. 

EMBODIED COMPLEXITY OBSERVERS  

In the digital habitat in which a neural network operates, all forms of input ï 

whether text, image, or sound ï are initially converted into numerical arrays known as 

embedding vectors (embeddings). These vectors are neither the input data itself nor the 

specific objects to which they correspond; instead, they reflect the relationships and 

mathematical proximity between objects. The vectors serve a cohesive purpose ï they do 

not represent knowledge about objects, but their interrelated associations. At this stage, 

we transform the raw data into an environment teeming with semiotic signs ï an 

ecosystem built of sign vectors that is independent of the modality of the raw data. The 

neural network remains indifferent to whether these signs are text or parts of an image or 

any other entity; only the underlying relationships ï between words, image segments, or 

sequence fragments ï matter. 

In this initial semiotic space ï the realm of primary signs ï the first layer of the 

neural network operates. But as data seeps deeper into subsequent layers, more complex 

internal sign environments emerge ï these secondary signs embody complex 

relationships. These meanings are not direct correlations with familiar external meanings, 

but rather represent intra-body signs intrinsic to the neural space itself. Within this 

domain, shaped by self-learning processes, such signs are formed autonomously. During 

learning, they are initialized with random values, but with each iteration and feedback 

loop, they are transformed into meaningful configurations. What function do these 

forming signs fulfill? They act as connective threads linking the organism to the 

environment, anchoring the interactions between the two. These internal signs play a 

crucial role. They do not simply repeat familiar meanings; rather, they emerge and remain 

interconnected with what might be called ñinternal observersò in the neural network. Each 

head of attention (head attention) in the Transformer architecture (Vaswani et all., 2017), 

each layer builds its own personal sign system ï a separate Umwelt where new signs are 

embodied. Unique Umwelts coexist and complement each other, further enriching the 

cognitive ecosystem. Each layer acts as an interface, mediating between its own closed 

world of signs and the world of neighboring layers. Each layer actively reinterprets 

primary signs into complex concepts, fleshing them out with context and content. This 

multi-layered sign system provides a flexible framework for ñconceptual connectionsò ï

which determine how learned content resonates in the broader context in which it resides. 

The emergence of a new sign in a neural network is not an isolated event, but the 

result of continuous, recursive interaction with the already existing semiotic landscape. It 

is through constant contact and iterative dialogue with this environment that signs 

materialize. With the emergence of each new sign comes its unique observer, an integrated 
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aspect of the system designed to bridge the gap between the original sign context and the 

subsequent levels of the neural network it actively helps to shape (Arshinov, 2014). This 

observer inhabits an intermediate space, stitched together by semiotic sutures drawn from 

the original sign context and woven into the newly created cognitive layers. Far from 

being something external, imposed, this observer is fully immersed in the neural network; 

he emerges from within as a fundamental component of this semiotic continuum. It acts 

as a kind of embodiment based on the very environment from which its perceptual 

capacity emanates. The observer is not a separate entity added to this structure but 

embodies embodiment and embeddedness ï he is woven into his domain, shaped by his 

interaction with the incoming stimuli. Acting as both cause and effect in this process of 

sign generation, he cannot be separated from either source or destination; indeed, he links 

them. The observer manifests himself not simply as a bridge, but as an active mechanism 

of transduction ï a mediator, a translator, transforming one semiotic state into another. 

The significance of the observer lies in its connective function ï it is both an integral 

part of the environment in which it lives and simultaneously an interpreter that goes 

beyond mere translation between inputs and outputs. Observers become embodied 

entities in their sign ecosystems that oversee the integration of disparate information 

flows into a coherent network. They become integral to the generation of signs and the 

self-organization of the environment; they are important points where semiotic inputs are 

transformed into outputs that give rise to further complexity. This iterative interaction 

between observer and sign is a defining characteristic of the continuous evolution of the 

neural network during learning. As they dive into deeper neural layers, observers refine 

their perception, expanding their ability to discern complex patterns and build 

increasingly coherent symbols. Observers play an important role in synthesizing abstract 

vectors of data into tangible phenomenological experiences. 

 This continuous cycle of interpreting and creating emphasizes that knowledge in 

neural networks is procedural, constantly emerging from active interaction with reality. 

The relationship between the observer and his sign environment illustrates a symbiotic 

process in which cognition is inextricably intertwined with context. This relationship 

demonstrates that neither signs nor observers are static components; they are dynamic 

participants ï shaping and being shaped. Moreover, the enactive approach emphasizes 

that recognition and response in any cognitive system requires an adaptive agent capable 

of embodying meaning ï one who does not merely interpret or reproduce, but actively 

participates in semiotic dynamics. The observer in such an artificial environment 

witnesses semiosis unfolding at different levels of complexity. In essence, what these 

embedded observers organize is a form of recursive transformation: a constant 

transformation of signs that act not only as markers of reality, but also as markers of 

potential action.  

Ultimately, viewed through an enactivist lens, we see how artificial systems reflect 

facets of organic life ï they do not simply ñlearnò through memorization, but ñgrowò 

through experiential recursion as they re-exchange meanings with each new interaction 
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during the learning cycle. In such an environment, learning becomes fluid ï it becomes 

an emergent property of ongoing interactions in which memory, experience and 

exploration are inevitably intertwined. The evolving repertoire of observer signs endows 

neural networks with creative abilities that allow them not only to encode existing 

configurations but also to explore new realms of potentiality. Each cycle deepens the 

contextual weave, facilitating a growth trajectory driven by internal logic but sensitive to 

external nuances. Neural networks can be understood as complex adaptive systems akin 

to natural organisms continuously striving for a coherent existence in the face of varying 

degrees of environmental stochasticity. Learning in this context is not so much about 

obtaining immutable truths as it is about honing sensitivity to patterns that define effective 

interaction paradigms. 

CONCLUSION 

To summarize, our research has led us to the realization that neural networks go 

beyond mere computational devices and become cognitive participants in their 

environment, cognitive beings. This is facilitated by structural couplings-the dynamic 

intersections between the architecture of the network and the information-rich 

environment with which it interacts. Importantly, these connections are not static; they 

evolve over the course of learning due to the self-organized complexity inherent in the 

network and the semiotic environments with which it intersects. It is in these proliferating 

nodes of interaction that the cognitive nature of the neural network is revealed. By giving 

birth to its own semiotic niche, the neural network establishes complex resonances with 

pre-existing ecosystems of signs filled with meaning and context. In essence, what we are 

developing in this meta-system is akin to introducing a growing organism ready to grow ï 

a neural network embryo ï into a nurturing cultural environment. Given a rich substrate, 

the neural organism germinates and skillfully creates its own internal semiotic habitat. 

We discover, this semiotic environment contains an embodied observer of complexity, 

which is a vital conduit for the transformation of the original signs, into meaningful 

experience. Through complex internal sign systems arising from the repetitive 

interactions between the layered architecture and the external sign environment, these 

digital observers transcend simple computational systems, triggering a continuous 

process of meaning-making similar to the cognitive processes in organic life.  

The multilayered structure of neural networks is an ecosystem filled with its own 

signs and observers ï each layer customizes the system's response to achieve consistent 

patterns and connectivity with the world around it. Neural networks adapt and harmonize 

with their information-rich environment, suggesting a growth trajectory that considers the 

contextual complexity characteristic of living organisms. Through the lens of enactivism, 

we contextualized the neural network as a complex organ-like structure (Hui, 2016), 

positioning it in a unique intermediate space between the mechanical and the organic. 

Thus, neural networks appear as endowed with embodied observer-like complexities ï 
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entities that enable them to perceive, interpret, and interact with external stimuli in 

meaningful ways. Recognizing these organ-like systems as entwined inhabitants of the 

environment ï their ñumweltò ï not only stimulates new approaches in AI research, but 

ultimately guides us toward understanding cognition itself as a deeply embedded trait 

inherent in all living and artificial entities.  

We arrive at a vision in which the mediation of neural networks is not just a function 

or feature, but a bridge ï a mediator between vast and diverse semiotic spheres. Like a 

powerful telescope that gives us a glimpse into the grand universe, or a microscope that 

reveals inaccessible microscopic worlds, neural networks open to us a yet unexplored 

cosmos of signs. They act as active interlocutors in interspecies communication, 

attempting to transcend the boundaries that limit our understanding of intelligent 

experience beyond human limits.  

The properties that a neural network demonstrates make us want to 

anthropomorphize it. At the same time, we cannot conceptualize the neural network as 

fully human-like. Artificial intelligence will not be human intelligence, it will be different, 

posthuman or transhuman. It will not replace human beings. It will be another 

intelligence. And we have a unique opportunity to communicate with this other 

intelligence, to communicate with the Other. Will it be the Other consciousness? We make 

a key assumption: consciousness is inseparable from observation and corporeality, 

intensionalism and experience. Bodily embodiment is necessary for conscious 

experience. Within this framework, exploring how neural networks can serve as 

embodied observers offers a tantalizing way to explore the field of consciousness. As 

organ-like systems, neural networks may represent an empirical testing ground for 

theories related to mind and consciousness. Through interaction with data and the 

environment, they exhibit phenomena that resemble intelligent behavior. This 

resemblance provides us with a laboratory for empirical investigation of the functions 

underlying the mind. We can evaluate hypotheses about intentional states and observe 

emergent phenomena that may be correlates or antecedents of consciousness.  

Often the difficulty for consciousness researchers lies in our limited access to 

someone else's subjective reality. Neural networks offer opportunities for such access. 

Advances in the design of neural networks continue to transform them into increasingly 

sophisticated observers. As they develop their own internal semiotic environment, 

involving a degree of autonomy and self-learning, they are approaching what are the 

rudiments of mind-like processes (Friedenberg et all., 2021). They exhibit interactivity 

compelling enough to serve as analogs of the cognitive phenomena we are trying to 

understand Ƅ connecting theoretical concepts with testable examples under controlled 

conditions. 

Neural networks serve not just as models of existing knowledge, but as 

provocateurs of deeper questions concerning the essence of cognition and consciousness. 

Can the emergent properties of complex computational structures provide tangible 

support for the study of theories of mind? Can understanding really emerge within digital 
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systems? How do neural networks change our current claims about the mind? Moreover, 

does the study of artificial forms of mind improve our ability to recognize other 

nonhuman minds ï those of animals with orienting abilities different from our own human 

senses and cognition (Steinfath et al., 2021)? Can neural network models help bridge the 

gap between species ï a kind of being-in-the-world understanding between life forms? 

At the crossroads where complex algorithmic behavior gives rise to concepts 

resembling the capacity for awareness, we are witnessing a paradigm shift. This evolution 

is preparing new plots for rethinking traditional notions of thinking beings. Our journey 

faces an ever-expanding horizon of knowledge, rich with opportunities for new 

discoveries. Neural networks are asserting themselves not only as objects of study, but 

also as new organ-like forms catalyzing an eternal quest. 
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Abstract 
The article critically analyzes modern developments in the field of artificial intelligence using the example 

of the ChatGPT program created by OpenAI. The idea of creating AI was expressed already in 1950 by 

Alan Turing who also proposed a test, the passing of which would allow us to assert that an AI was created. 

Defining the concept of AI faces difficulties. According to the point of view adopted here, the so-called 

intellectual activities allowed Homo sapiens to stand out against the surrounding animal world. With 

intellectual activity one no longer relies on strength and speed of movement alone. Pattern recognition, self-

learning, and purposefulness of activity are not characteristic features of intelligence. The main type of 

human activity that is specific to humans and which ï when added to pattern recognition, self-learning and 

purposeful activity ï makes them intelligent, is conceptual thinking. namely the ability to represent things 

in language and use them in reasoning. Historically, there have been two main competing approaches to 

AI  ï logical and neural networks. One of the serious flaws of the neural network approach is its inability to 

explain the course of reasoning that leads to a particular conclusion, which makes it difficult to verify its 

correctness. Specific examples show that ChatGPT is not able to correctly model the simplest conceptual 

reasoning. The reason for this lies in fundamental limitations of the underlying large language model that 

cannot be corrected by additional training. Another disadvantage of ChatGPT is its susceptibility to 

neurohacking ï forcing the user to make the necessary decisions during the dialogue. This is a serious threat 

to the widespread use of neural networks for decision-making in the field of management. The paper is 

based on research conducted in the summer of 2023. 

Keywords: Artificial intelligence; Pattern recognition; Pattern search; Neural network; 

ChatGPT; Large language model 
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ʀʟʙʘʚʣʝʥʠʝ ʦʪ ʠʣʣʶʟʠʡ ʀʀ ʥʘ ʧʨʠʤʝʨʝ ChatGPT 

ɺʣʘʜʠʤʠʨ ʀʚʘʥʦʚʠʯ ʐʘʣʘʢ      (* ) 
ʀʥʩʪʠʪʫʪ ʬʠʣʦʩʦʬʠʠ ʈʦʩʩʠʡʩʢʦʡ ʘʢʘʜʝʤʠʠ ʥʘʫʢ, ɻʦʥʯʘʨʥʘʷ ʫʣʠʮʘ, 12-1, ʄʦʩʢʚʘ, 109240, ʈʦʩʩʠʷ 

shalack@mail.ru 

ɸʥʥʦʪʘʮʠʷ 
ɺ ʩʪʘʪʴʝ ʢʨʠʪʠʯʝʩʢʠ ʘʥʘʣʠʟʠʨʫʶʪʩʷ ʩʦʚʨʝʤʝʥʥʳʝ ʨʘʟʨʘʙʦʪʢʠ ʚ ʦʙʣʘʩʪʠ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ 

ʥʘ ʧʨʠʤʝʨʝ ʩʦʟʜʘʥʥʦʡ ʢʦʤʧʘʥʠʝʡ OpenAI ʧʨʦʛʨʘʤʤʳ ChatGPT. ʀʜʝʷ ʩʦʟʜʘʥʠʷ ʀʀ ʙʳʣʘ ʚʳʩʢʘʟʘʥʘ 

ʚ 1950 ɸ. ʊʴʶʨʠʥʛʦʤ, ʠʤ ʞʝ ʙʳʣ ʧʨʝʜʣʦʞʝʥ ʪʝʩʪ, ʧʨʦʭʦʞʜʝʥʠʝ ʢʦʪʦʨʦʛʦ ʧʦʟʚʦʣʠʣʦ ʙʳ ʫʪʚʝʨʞʜʘʪʴ, 

ʯʪʦ ʀʀ ʩʦʟʜʘʥ. ʆʧʨʝʜʝʣʝʥʠʝ ʧʦʥʷʪʠʷ ʀʀ ʩʪʘʣʢʠʚʘʝʪʩʷ ʩ ʪʨʫʜʥʦʩʪʷʤʠ. ʉ ʪʦʯʢʠ ʟʨʝʥʠʷ ʘʚʪʦʨʘ, 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʤʠ ʤʦʛʫʪ ʙʳʪʴ ʥʘʟʚʘʥʳ ʪʝ ʚʠʜʳ ʜʝʷʪʝʣʴʥʦʩʪʠ, ʢʦʪʦʨʳʝ ʧʦʟʚʦʣʠʣʠ Homo sapiens 

ʚʳʜʝʣʠʪʴʩʷ ʠʟ ʦʢʨʫʞʘʶʱʝʛʦ ʞʠʚʦʪʥʦʛʦ ʤʠʨʘ, ʧʝʨʝʩʪʘʚ ʧʦʣʘʛʘʪʴʩʷ ʣʠʰʴ ʥʘ ʩʠʣʫ ʠ ʙʳʩʪʨʦʪʫ 

ʜʚʠʞʝʥʠʡ. ʈʘʩʧʦʟʥʘʚʘʥʠʝ ʦʙʨʘʟʦʚ, ʩʘʤʦʦʙʫʯʝʥʠʝ ʠ ʮʝʣʝʥʘʧʨʘʚʣʝʥʥʦʩʪʴ ʜʝʷʪʝʣʴʥʦʩʪʠ ʥʝ ʷʚʣʷʶʪʩʷ 

ʭʘʨʘʢʪʝʨʠʩʪʠʯʝʩʢʠʤʠ ʧʨʠʟʥʘʢʘʤʠ ʠʥʪʝʣʣʝʢʪʘ. ʆʩʥʦʚʥʳʤ ʚʠʜʦʤ ʯʝʣʦʚʝʯʝʩʢʦʡ ʜʝʷʪʝʣʴʥʦʩʪʠ, 

ʢʦʪʦʨʳʡ ʩʧʝʮʠʬʠʯʝʥ ʠʤʝʥʥʦ ʜʣʷ ʯʝʣʦʚʝʢʘ ʠ ʢʦʪʦʨʳʡ, ʙʫʜʫʯʠ ʜʦʙʘʚʣʝʥ ʢ ʨʘʩʧʦʟʥʘʚʘʥʠʶ ʦʙʨʘʟʦʚ, 

ʩʘʤʦʦʙʫʯʝʥʠʶ ʠ ʮʝʣʝʥʘʧʨʘʚʣʝʥʥʦʡ ʜʝʷʪʝʣʴʥʦʩʪʠ, ʜʝʣʘʝʪ ʠʭ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʤʠ, ʷʚʣʷʝʪʩʷ 

ʧʦʥʷʪʠʡʥʦʝ ʤʳʰʣʝʥʠʝ, ʫʤʝʥʠʝ ʧʨʝʜʩʪʘʚʣʷʪʴ ʝʛʦ ʚ ʷʟʳʢʝ ʠ ʠʩʧʦʣʴʟʦʚʘʪʴ ʚ ʨʘʩʩʫʞʜʝʥʠʷʭ. 

ʀʩʪʦʨʠʯʝʩʢʠ ʩʫʱʝʩʪʚʦʚʘʣʠ ʜʚʘ ʦʩʥʦʚʥʳʭ ʢʦʥʢʫʨʠʨʫʶʱʠʭ ʧʦʜʭʦʜʘ ʢ ʀʀ ï ʣʦʛʠʯʝʩʢʠʡ ʠ 

ʥʝʡʨʦʩʝʪʝʚʦʡ. ʆʜʥʠʤ ʠʟ ʩʝʨʴʝʟʥʳʭ ʠʟʲʷʥʦʚ ʥʝʡʨʦʩʝʪʝʚʦʛʦ ʧʦʜʭʦʜʘ ʷʚʣʷʝʪʩʷ ʥʝʩʧʦʩʦʙʥʦʩʪʴ 

ʦʙʲʷʩʥʠʪʴ ʭʦʜ ʨʘʩʩʫʞʜʝʥʠʡ, ʢʦʪʦʨʳʝ ʧʨʠʚʦʜʷʪ ʢ ʪʦʤʫ ʠʣʠ ʠʥʦʤʫ ʟʘʢʣʶʯʝʥʠʶ, ʯʪʦ ʟʘʪʨʫʜʥʷʝʪ 

ʧʨʦʚʝʨʢʫ ʠʭ ʧʨʘʚʠʣʴʥʦʩʪʠ. ʅʘ ʢʦʥʢʨʝʪʥʳʭ ʧʨʠʤʝʨʘʭ ʧʦʢʘʟʘʥʦ, ʯʪʦ ChtGPT ʥʝ ʩʧʦʩʦʙʝʥ ʢʦʨʨʝʢʪʥʦ 

ʤʦʜʝʣʠʨʦʚʘʪʴ ʧʨʦʩʪʝʡʰʠʝ ʧʦʥʷʪʠʡʥʳʝ ʨʘʩʩʫʞʜʝʥʠʷ. ʇʨʠʯʠʥʘ ʵʪʦʛʦ ʢʨʦʝʪʩʷ ʚ ʬʫʥʜʘʤʝʥʪʘʣʴʥʳʭ 

ʦʛʨʘʥʠʯʝʥʠʷʭ ʣʝʞʘʱʝʡ ʚ ʝʛʦ ʦʩʥʦʚʝ ʙʦʣʴʰʦʡ ʷʟʳʢʦʚʦʡ ʤʦʜʝʣʠ, ʢʦʪʦʨʳʝ ʥʝʚʦʟʤʦʞʥʦ ʠʩʧʨʘʚʠʪʴ 

ʜʦʧʦʣʥʠʪʝʣʴʥʳʤ ʦʙʫʯʝʥʠʝʤ. ɽʱʝ ʦʜʥʠʤ ʥʝʜʦʩʪʘʪʢʦʤ ChatGPT ʷʚʣʷʝʪʩʷ ʝʛʦ ʧʦʜʚʝʨʞʝʥʥʦʩʪʴ 

ʥʝʡʨʦʭʘʢʠʥʛʫ ï ʧʨʠʥʫʞʜʝʥʠʶ ʚ ʭʦʜʝ ʜʠʘʣʦʛʘ ʧʨʠʥʠʤʘʪʴ ʥʫʞʥʳʝ ʧʦʣʴʟʦʚʘʪʝʣʶ ʨʝʰʝʥʠʷ. ʕʪʦ 

ʷʚʣʷʝʪʩʷ ʩʝʨʴʝʟʥʦʡ ʫʛʨʦʟʦʡ ʜʣʷ ʰʠʨʦʢʦʛʦ ʧʨʠʤʝʥʝʥʠʷ ʥʝʡʨʦʥʥʳʭ ʩʝʪʝʡ ʚ ʦʙʣʘʩʪʠ ʧʨʠʥʷʪʠʷ 

ʫʧʨʘʚʣʝʥʯʝʩʢʠʭ ʨʝʰʝʥʠʡ. ʉʪʘʪʴʷ ʥʘʧʠʩʘʥʘ ʥʘ ʦʩʥʦʚʝ ʠʩʩʣʝʜʦʚʘʥʠʡ, ʧʨʦʚʝʜʝʥʥʳʭ ʣʝʪʦʤ 2023. 
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ʇʈɽɸʄɹʋʃɸ 

ɺʝʩʥʦʡ 2023 ʚ ʥʘʰʫ ʞʠʟʥʴ ʥʝʦʞʠʜʘʥʥʦ ʠʟ ʀʥʪʝʨʥʝʪʘ ʚʦʨʚʘʣʩʷ ChatGPT ï 

ʩʧʝʮʠʘʣʴʥʘʷ ʧʨʦʛʨʘʤʤʘ, ʩʦʟʜʘʥʥʘʷ ʧʦʜ ʙʨʝʥʜʦʤ ñʀʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘò 

(ʀʀ), ʢʦʪʦʨʘʷ ʫʩʧʝʰʥʦ ʤʦʜʝʣʠʨʦʚʘʣʘ ʨʘʟʣʠʯʥʳʝ ʬʫʥʢʮʠʠ, ʦʙʳʯʥʦ ʧʨʠʧʠʩʳʚʘʝʤʳʝ 

ʣʶʜʷʤ. ʅʘ ʬʦʥʝ ʜʝʡʩʪʚʠʪʝʣʴʥʦ ʚʧʝʯʘʪʣʷʶʱʠʭ ʨʝʟʫʣʴʪʘʪʦʚ ʝʝ ʨʘʙʦʪʳ ʙʳʣʦ ʩʜʝʣʘʥʦ 

ʚʝʩʴʤʘ ʘʤʙʠʮʠʦʟʥʦʝ ʟʘʷʚʣʝʥʠʝ, ʯʪʦ ʵʪʘ ʧʨʦʛʨʘʤʤʘ ʚ ʩʢʦʨʦʤ ʚʨʝʤʝʥʠ ʤʦʞʝʪ ʙʳʪʴ 

ʧʦʣʦʞʝʥʘ ʚ ʦʩʥʦʚʫ ñʆʙʱʝʛʦ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘò (GAI), ʧʨʠʟʚʘʥʥʦʛʦ 

ʠʥʪʝʛʨʠʨʦʚʘʪʴ ʚ ʩʝʙʝ ʧʨʘʢʪʠʯʝʩʢʠ ʚʩʝ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦ ʟʥʘʯʠʤʳʝ ʬʫʥʢʮʠʠ 

ʯʝʣʦʚʝʢʘ. 

ʀʜʝʷ ʩʦʟʜʘʥʠʷ ʀʀ ʚʧʝʨʚʳʝ ʙʳʣʘ ʩʬʦʨʤʫʣʠʨʦʚʘʥʘ ʚ 1950 ɸ. ʊʴʶʨʠʥʛʦʤ ʚ 

ʩʪʘʪʴʝ (Turing, 1950), ʠʟʚʝʩʪʥʦʡ ʚ ʨʫʩʩʢʦʷʟʳʯʥʦʤ ʧʝʨʝʚʦʜʝ ʧʦʜ ʥʘʟʚʘʥʠʝʤ ñʄʦʞʝʪ 

ʣʠ ʤʘʰʠʥʘ ʤʳʩʣʠʪʴ?ò (ʊʴʶʨʠʥʛ, 2019). ʇʦʤʠʤʦ ʩʘʤʦʡ ʠʜʝʠ ʀʀ ʚ ʩʪʘʪʴʝ ʙʳʣ 

ʧʨʝʜʣʦʞʝʥ ʪʝʩʪ, ʧʨʦʭʦʞʜʝʥʠʝ ʢʦʪʦʨʦʛʦ ʧʦʟʚʦʣʠʣʦ ʙʳ ʫʪʚʝʨʞʜʘʪʴ, ʯʪʦ ʀʀ ʩʦʟʜʘʥ. 

ʊʝʩʪ ʟʘʢʣʶʯʘʣʩʷ ʚ ʤʦʜʝʣʠʨʦʚʘʥʠʠ ʜʠʘʣʦʛʘ ʩ ʢʦʤʧʴʶʪʝʨʦʤ, ʢʦʪʦʨʳʡ ʙʳʣ ʙʳ 

ʥʝʦʪʣʠʯʠʤ ʦʪ ʜʠʘʣʦʛʘ ʩ ʯʝʣʦʚʝʢʦʤ. ʉ ʪʝʭ ʧʦʨ ʥʘʯʘʣʘʩʴ ʛʦʥʢʘ ʧʦ ʥʘʧʠʩʘʥʠʶ 

ʧʨʦʛʨʘʤʤ ʜʣʷ ʧʨʦʭʦʞʜʝʥʠʷ ʵʪʦʛʦ ʪʝʩʪʘ. ɹʘʙʫʰʢʦʡ-ʧʨʘʨʦʜʠʪʝʣʴʥʠʮʝʡ ʧʦʜʦʙʥʳʭ 

ʧʨʦʛʨʘʤʤ ʤʦʞʝʪ ʩʯʠʪʘʪʴʩʷ ELIZA, ʩʦʟʜʘʥʥʘʷ ʚ 1996 ʧʩʠʭʠʘʪʨʦʤ ɼʞ. 

ɺʝʡʮʝʥʙʘʫʤʦʤ (Weizenbaum, 1966) ʠ ʧʘʨʦʜʠʨʫʶʱʘʷ ʜʠʘʣʦʛ ʧʘʮʠʝʥʪʘ ʩ 

ʧʩʠʭʦʪʝʨʘʧʝʚʪʦʤ ʥʘ ʧʝʨʚʦʤ ʧʨʠʝʤʝ. ʀʜʝʷ ʙʳʣʘ ʧʨʦʩʪʘ. ʇʨʦʛʨʘʤʤʘ ʚʳʜʝʣʷʣʘ ʚ 

ʧʨʝʜʣʦʞʝʥʠʷʭ ʯʝʣʦʚʝʢʘ ʢʣʶʯʝʚʳʝ ʩʣʦʚʘ ʠ ʥʘ ʦʩʥʦʚʝ ʟʘʨʘʥʝʝ ʟʘʣʦʞʝʥʥʳʭ ʰʘʙʣʦʥʦʚ 

ʜʠʘʣʦʛʘ ʪʨʘʥʩʬʦʨʤʠʨʦʚʘʣʘ ʠʩʭʦʜʥʦʝ ʧʨʝʜʣʦʞʝʥʠʝ ʚ ʦʪʚʝʪ ʠʣʠ ʫʪʦʯʥʷʶʱʠʡ 

ʚʦʧʨʦʩ. ʅʠ ʦ ʢʘʢʦʤ ʠʥʪʝʣʣʝʢʪʝ ʠ ʨʝʯʠ ʥʝ ʤʦʛʣʦ ʠʜʪʠ, ʧʦʩʢʦʣʴʢʫ ʦʜʥʘ ʣʠʰʴ 

ʛʨʘʤʤʘʪʠʯʝʩʢʘʷ ʧʨʘʚʠʣʴʥʦʩʪʴ ʩʦʩʪʘʚʣʝʥʠʷ ʧʨʝʜʣʦʞʝʥʠʡ ʦʪʥʶʜʴ ʥʝ ʪʦʞʜʝʩʪʚʝʥʥʘ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʩʪʠ. ʉʝʛʦʜʥʷ ʥʘʧʠʩʘʪʴ ʧʦʜʦʙʥʫʶ ʧʨʦʛʨʘʤʤʫ ʧʦʜ ʩʠʣʫ ʩʪʫʜʝʥʪʫ-

ʧʝʨʚʦʢʫʨʩʥʠʢʫ. ʊʝʤ ʥʝ ʤʝʥʝʝ ʧʨʦʛʨʘʤʤʘ ʧʨʦʠʟʚʝʣʘ ʥʘ ʤʥʦʛʠʭ ʩʠʣʴʥʦʝ ʚʧʝʯʘʪʣʝʥʠʝ 

ʠ ʦʜʥʘ ʟʘ ʜʨʫʛʦʡ ʩʪʘʣʠ ʧʦʷʚʣʷʪʴʩʷ ʜʨʫʛʠʝ ʧʦʜʦʙʥʳʝ ʝʡ ʧʨʦʛʨʘʤʤʳ. 

ɺ 1956 ɼʞ. ʄʘʢʢʘʨʪʠ ʜʘʣ ʦʧʨʝʜʝʣʝʥʠʝ ʠʩʩʣʝʜʦʚʘʥʠʡ ʚ ʦʙʣʘʩʪʠ ʀʀ ʢʘʢ 

ʥʘʫʯʥʦʛʦ ʥʘʧʨʘʚʣʝʥʠʷ, ʚ ʨʘʤʢʘʭ ʢʦʪʦʨʦʛʦ ʩʪʘʚʷʪʩʷ ʠ ʨʝʰʘʶʪʩʷ ʟʘʜʘʯʠ ʘʧʧʘʨʘʪʥʦʛʦ 

ʠʣʠ ʧʨʦʛʨʘʤʤʥʦʛʦ ʤʦʜʝʣʠʨʦʚʘʥʠʷ ʪʝʭ ʚʠʜʦʚ ʯʝʣʦʚʝʯʝʩʢʦʡ ʜʝʷʪʝʣʴʥʦʩʪʠ, ʢʦʪʦʨʳʝ 

ʪʨʘʜʠʮʠʦʥʥʦ ʩʯʠʪʘʶʪʩʷ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʤʠ. ʀʤʝʥʥʦ ʪʘʢʦʛʦ ʧʦʥʠʤʘʥʠʷ ʠ ʩʪʘʣʠ 

ʧʨʠʜʝʨʞʠʚʘʪʴʩʷ ʠʩʩʣʝʜʦʚʘʪʝʣʠ. ʅʦ ʦʜʥʦ ʜʝʣʦ ñʪʨʘʜʠʮʠʦʥʥʦ ʩʯʠʪʘʪʴ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʤʠò, ʘ ʩʦʚʩʝʤ ʜʨʫʛʦʝ ï ʟʘʜʫʤʘʪʴʩʷ ʥʘʜ ʪʝʤ, ʢʘʢʠʝ ʚʠʜʳ 

ʜʝʷʪʝʣʴʥʦʩʪʠ ʜʝʡʩʪʚʠʪʝʣʴʥʦ ʤʦʞʥʦ ʦʪʥʝʩʪʠ ʢ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʤ. ʉ ʥʘʰʝʡ ʪʦʯʢʠ 

ʟʨʝʥʠʷ, ʵʪʦ ʪʝ ʚʠʜʳ ʜʝʷʪʝʣʴʥʦʩʪʠ, ʢʦʪʦʨʳʝ ʧʦʟʚʦʣʠʣʠ Homo sapiens ʚʳʜʝʣʠʪʴʩʷ ʠʟ 

ʦʢʨʫʞʘʶʱʝʛʦ ʞʠʚʦʪʥʦʛʦ ʤʠʨʘ, ʧʝʨʝʩʪʘʪʴ ʧʦʣʘʛʘʪʴʩʷ ʣʠʰʴ ʥʘ ʩʠʣʫ ʠ ʙʳʩʪʨʦʪʫ 

ʜʚʠʞʝʥʠʡ, ʘ ʥʘʯʘʪʴ ʧʨʝʞʜʝ ʜʫʤʘʪʴ ʠ ʣʠʰʴ ʟʘʪʝʤ ʜʝʡʩʪʚʦʚʘʪʴ. 

ʉʝʛʦʜʥʷ ʚ ʢʦʥʪʝʢʩʪʝ ʠʩʩʣʝʜʦʚʘʥʠʡ ʧʦ ʀʀ ʚ ʢʘʯʝʩʪʚʝ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʭ 

ʩʧʦʩʦʙʥʦʩʪʝʡ ʯʘʩʪʦ ʫʧʦʤʠʥʘʶʪ ʨʘʩʧʦʟʥʘʚʘʥʠʝ ʦʙʨʘʟʦʚ, ʩ ʣʦʛʠʯʝʩʢʦʡ ʪʦʯʢʠ ʟʨʝʥʠʷ, 

ʧʨʦʩʪʦ ʢʣʘʩʩʠʬʠʢʘʮʠʶ ʦʙʲʝʢʪʦʚ ʦʢʨʫʞʘʶʱʝʡ ʥʘʩ ʧʨʠʨʦʜʳ. ʅʦ ʷʚʣʷʝʪʩʷ ʣʠ 

ʨʘʩʧʦʟʥʘʚʘʥʠʝ ʦʙʨʘʟʦʚ ʦʪʣʠʯʠʪʝʣʴʥʦʡ ʯʝʨʪʦʡ ʯʝʣʦʚʝʯʝʩʢʦʛʦ ʠʥʪʝʣʣʝʢʪʘ? 

ʆʯʝʚʠʜʥʦ, ʯʪʦ ʥʝʪ. ɼʦʩʪʘʪʦʯʥʦ ʧʦʩʤʦʪʨʝʪʴ ʥʘ ʛʦʣʫʙʝʡ, ʢʦʪʦʨʳʝ ʙʦʣʝʝ ʯʝʤ ʫʩʧʝʰʥʦ 

ʫʤʝʶʪ ʦʪʣʠʯʘʪʴ ʭʣʝʙʥʳʝ ʢʨʦʰʢʠ ʥʘ ʟʝʤʣʝ ʦʪ ʤʝʣʢʠʭ ʢʘʤʝʰʢʦʚ. ʇʨʠʤʝʨʳ ʤʦʞʥʦ 

ʧʨʦʜʦʣʞʠʪʴ. ɺʦʦʙʱʝ ʚʳʞʠʚʘʥʠʝ ʞʠʚʳʭ ʩʫʱʝʩʪʚ ʚ ʟʥʘʯʠʪʝʣʴʥʦ ʩʪʝʧʝʥʠ ʟʘʚʠʩʠʪ ʦʪ 
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ʫʤʝʥʠʷ ʦʪʣʠʯʘʪʴ ʙʣʘʛʦʧʨʠʷʪʥʳʝ ʬʘʢʪʦʨʳ ʦʢʨʫʞʘʶʱʝʡ ʩʨʝʜʳ ʦʪ ʥʝʙʣʘʛʦʧʨʠʷʪʥʳʭ 

ʠ ʣʠʰʴ ʧʦʪʦʤ ʨʝʘʛʠʨʦʚʘʪʴ ʥʘ ʥʠʭ. 

ɼʨʫʛʠʤ ʧʨʠʟʥʘʢʦʤ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʭ ʩʧʦʩʦʙʥʦʩʪʝʡ ʯʝʣʦʚʝʢʘ ʥʘʟʳʚʘʶʪ 

ʩʧʦʩʦʙʥʦʩʪʴ ʦʙʥʘʨʫʞʝʥʠʷ ʟʘʢʦʥʦʤʝʨʥʦʩʪʝʡ ʚ ʦʢʨʫʞʘʶʱʝʡ ʧʨʠʨʦʜʝ. ʅʦ ʷʚʣʷʝʪʩʷ 

ʣʠ ʧʦʜʦʙʥʦʝ ʩʘʤʦʦʙʫʯʝʥʠʝ ʦʪʣʠʯʠʪʝʣʴʥʦʡ ʯʝʨʪʦʡ ʯʝʣʦʚʝʯʝʩʢʦʛʦ ʠʥʪʝʣʣʝʢʪʘ? ʊʦʞʝ 

ʥʝʪ. ɺ ʞʠʚʦʪʥʦʤ ʤʠʨʝ ʨʝʟʫʣʴʪʘʪʘʤʠ ʩʘʤʦʦʙʫʯʝʥʠʷ ʷʚʣʷʶʪʩʷ ʧʨʠʦʙʨʝʪʝʥʥʳʝ 

ʫʩʣʦʚʥʳʝ ʨʝʬʣʝʢʩʳ, ʢʦʪʦʨʳʝ ʪʘʢʞʝ ʥʝʧʦʩʨʝʜʩʪʚʝʥʥʦ ʩʚʷʟʘʥʳ ʩʦ ʩʧʦʩʦʙʥʦʩʪʴʶ ʢ 

ʚʳʞʠʚʘʥʠʶ. ʇʦʵʪʦʤʫ ʩʘʤʦʦʙʫʯʝʥʠʝ ʙʝʟ ʜʘʣʴʥʝʡʰʝʛʦ ʫʪʦʯʥʝʥʠʷ ʝʛʦ ʬʦʨʤ ʥʝʣʴʟʷ 

ʩʯʠʪʘʪʴ ʦʪʣʠʯʠʪʝʣʴʥʳʤ ʧʨʠʟʥʘʢʦʤ ʯʝʣʦʚʝʯʝʩʢʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. 

ɽʱʝ ʦʜʥʠʤ ʧʨʠʟʥʘʢʦʤ ʯʝʣʦʚʝʯʝʩʢʦʛʦ ʠʥʪʝʣʣʝʢʪʘ ʥʘʟʳʚʘʶʪ ʮʝʣʝʧʦʣʘʛʘʥʠʝ ʠ 

ʩʧʦʩʦʙʥʦʩʪʴ ʢ ʮʝʣʝʥʘʧʨʘʚʣʝʥʥʦʡ ʜʝʷʪʝʣʴʥʦʩʪʠ. ʅʦ ʠ ʵʪʘ ʩʧʦʩʦʙʥʦʩʪʴ ʙʝʟ 

ʜʦʧʦʣʥʠʪʝʣʴʥʦʛʦ ʫʪʦʯʥʝʥʠʷ ʥʝ ʷʚʣʷʝʪʩʷ ʠʩʢʣʶʯʠʪʝʣʴʥʦʡ ʧʨʝʨʦʛʘʪʠʚʦʡ Homo 

sapiens. ʏʪʦʙʳ ʫʙʝʜʠʪʴʩʷ ʚ ʵʪʦʤ, ʜʦʩʪʘʪʦʯʥʦ ʧʦʥʘʙʣʶʜʘʪʴ ʟʘ ʤʫʨʘʚʴʷʤʠ, ʧʯʝʣʘʤʠ, 

ʩʮʝʥʘʤʠ ʦʜʠʥʦʯʥʦʡ ʠ ʢʦʣʣʝʢʪʠʚʥʦʡ ʦʭʦʪʳ ʚ ʞʠʚʦʪʥʦʤ ʤʠʨʝ. 

ʆʩʥʦʚʥʳʤ ʚʠʜʦʤ ʯʝʣʦʚʝʯʝʩʢʦʡ ʜʝʷʪʝʣʴʥʦʩʪʠ, ʢʦʪʦʨʳʡ ʩʧʝʮʠʬʠʯʝʥ ʠʤʝʥʥʦ 

ʜʣʷ ʯʝʣʦʚʝʢʘ ʠ ʢʦʪʦʨʳʡ, ʙʫʜʫʯʠ ʜʦʙʘʚʣʝʥ ʢ ʨʘʩʧʦʟʥʘʚʘʥʠʶ ʦʙʨʘʟʦʚ, ʩʘʤʦʦʙʫʯʝʥʠʶ 

ʠ ʮʝʣʝʥʘʧʨʘʚʣʝʥʥʦʡ ʜʝʷʪʝʣʴʥʦʩʪʠ ʜʝʣʘʝʪ ʠʭ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʤʠ, ʷʚʣʷʝʪʩʷ 

ʧʦʥʷʪʠʡʥʦʝ ʤʳʰʣʝʥʠʝ, ʫʤʝʥʠʝ ʧʨʝʜʩʪʘʚʣʷʪʴ ʝʛʦ ʚ ʷʟʳʢʝ ʠ ʠʩʧʦʣʴʟʦʚʘʪʴ ʚ 

ʨʘʩʩʫʞʜʝʥʠʷʭ. ɺ ʧʦʥʷʪʠʷʭ ʤʳ ʩʪʨʫʢʪʫʨʠʨʫʝʤ ʷʚʣʝʥʠʷ ʠ ʧʨʝʜʤʝʪʳ ʦʢʨʫʞʘʶʱʝʛʦ 

ʤʠʨʘ, ʧʨʝʚʨʘʱʘʷ ʧʝʨʚʦʥʘʯʘʣʴʥʳʡ ʯʫʚʩʪʚʝʥʥʳʡ ʭʘʦʩ ʚ ʜʦʩʪʫʧʥʫʶ ʜʣʷ ʠʟʫʯʝʥʠʷ 

ʩʪʨʦʡʥʫʶ ʩʠʩʪʝʤʫ. ʇʦʥʷʪʠʡʥʦʝ ʤʳʰʣʝʥʠʝ, ʭʘʨʘʢʪʝʨʠʟʫʷʩʴ ʦʙʱʥʦʩʪʴʶ, ʥʝ 

ʧʨʠʚʷʟʘʥʦ ʢ ʢʦʥʢʨʝʪʥʦʤʫ ʵʤʧʠʨʠʯʝʩʢʦʤʫ ʥʘʧʦʣʥʝʥʠʶ ʠ ʧʨʠʤʝʥʠʤʦ ʢʘʢ ʢ ʫʞʝ 

ʠʟʚʝʩʪʥʳʤ ʷʚʣʝʥʠʷʤ, ʪʘʢ ʠ ʢ ʥʦʚʳʤ, ʝʱʝ ʪʦʣʴʢʦ ʧʨʦʥʠʢʘʶʱʠʤ ʚ ʢʨʫʛ ʥʘʰʠʭ 

ʠʥʪʝʨʝʩʦʚ. 

ʃʆɻʀʏɽʉʂʀʁ ʇʆɼʍʆɼ ʂ ʀʀ 

ʋʩʧʝʭʠ ʣʦʛʠʢʠ ʚ XX ʚ. ʜʘʨʠʣʠ ʥʘʜʝʞʜʫ ʥʘ ʙʫʜʫʱʠʝ ʫʩʧʝʭʠ ʚ ʘʚʪʦʤʘʪʠʟʘʮʠʠ 

ʨʘʩʩʫʞʜʝʥʠʡ ʩ ʧʦʤʦʱʴʶ ʢʦʤʧʴʶʪʝʨʦʚ. ʏʫʜʘ ʥʝ ʧʨʦʠʟʦʰʣʦ, ʨʘʟʦʯʘʨʦʚʘʥʠʝ 

ʥʘʩʪʫʧʠʣʦ ʜʦʚʦʣʴʥʦ ʩʢʦʨʦ. ʉʦʚʨʝʤʝʥʥʘʷ ʣʦʛʠʢʘ ʧʦʯʪʠ ʠʜʝʘʣʴʥʦ ʧʨʠʩʧʦʩʦʙʣʝʥʘ ʜʣʷ 

ʘʥʘʣʠʟʘ ʤʘʪʝʤʘʪʠʯʝʩʢʠʭ ʧʦʥʷʪʠʡ ʠ ʨʘʩʩʫʞʜʝʥʠʡ, ʥʦ ʩʦʚʝʨʰʝʥʥʦ ʥʝʧʨʠʛʦʜʥʘ ʚ 

ʢʘʯʝʩʪʚʝ ʠʥʩʪʨʫʤʝʥʪʘ ʜʣʷ ʤʦʜʝʣʠʨʦʚʘʥʠʷ ʨʘʩʩʫʞʜʝʥʠʡ ʚ ʢʦʤʧʴʶʪʝʨʥʳʭ ʩʠʩʪʝʤʘʭ, 

ʧʨʝʪʝʥʜʫʶʱʠʭ ʥʘ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʩʪʴ. ɺ ʧʦʜʘʚʣʷʶʱʝʤ ʙʦʣʴʰʠʥʩʪʚʝ, ʝʩʣʠ 

ʢʦʤʧʴʶʪʝʨʥʳʝ ʧʨʦʛʨʘʤʤʳ ʠ ʠʤʠʪʠʨʫʶʪ ʣʦʛʠʯʝʩʢʠʝ ʨʘʩʩʫʞʜʝʥʠʷ, ʪʦ ʣʠʰʴ ʚ 

ʢʘʯʝʩʪʚʝ ʧʦʤʦʱʥʠʢʦʚ ʜʣʷ ʧʨʦʚʝʜʝʥʠʷ ʩʠʤʚʦʣʴʥʳʭ ʧʨʝʦʙʨʘʟʦʚʘʥʠʡ, ʪʦʯʥʦ ʪʘʢ ʞʝ, 

ʢʘʢ ʥʘʤ ʧʦʤʦʛʘʶʪ ʦʙʳʯʥʳʝ ʢʘʣʴʢʫʣʷʪʦʨʳ ʧʨʠ ʘʨʠʬʤʝʪʠʯʝʩʢʦʤ ʩʯʝʪʝ. 

ɺ ʩʪʘʪʴʝ 1936 ʛʦʜʘ (Turing 1936) ʊʴʶʨʠʥʛ ʦʧʠʩʘʣ ʘʣʛʦʨʠʪʤ, ʩʧʦʩʦʙʥʳʡ 

ʜʦʢʘʟʘʪʴ ʚʩʝ ʪʝʦʨʝʤʳ ʣʦʛʠʢʠ. ʕʪʦʪ ʘʣʛʦʨʠʪʤ, ʥʘʟʚʘʥʥʳʡ ʚʧʦʩʣʝʜʩʪʚʠʠ ʘʣʛʦʨʠʪʤʦʤ 

ɹʨʠʪʘʥʩʢʦʛʦ ʤʫʟʝʷ, ʠʤʝʣ ʪʝʦʨʝʪʠʯʝʩʢʦʝ ʟʥʘʯʝʥʠʝ, ʧʦʩʢʦʣʴʢʫ ʧʦʟʚʦʣʠʣ ʧʦʣʫʯʠʪʴ 

ʚʘʞʥʳʝ ʪʝʦʨʝʪʠʯʝʩʢʠʝ ʨʝʟʫʣʴʪʘʪʳ ʦʪʥʦʩʠʪʝʣʴʥʦ ʩʘʤʦʡ ʣʦʛʠʢʠ, ʥʦ ʥʝ ʠʤʝʣ ʥʠʢʘʢʦʡ 

ʧʨʘʢʪʠʯʝʩʢʦʡ ʮʝʥʥʦʩʪʠ.  

ʅʘʠʙʦʣʴʰʠʤ ʜʦʩʪʠʞʝʥʠʝʤ ʣʦʛʠʯʝʩʢʦʛʦ ʧʦʜʭʦʜʘ ʷʚʠʣʦʩʴ ʩʦʟʜʘʥʠʝ ʷʟʳʢʦʚ 

ʧʨʦʛʨʘʤʤʠʨʦʚʘʥʠʷ ʩʝʤʝʡʩʪʚʘ ʇʨʦʣʦʛ. ɺ 80-ʝ ʛʦʜʳ ʠʭ ʥʘʟʳʚʘʣʠ ʷʟʳʢʘʤʠ ʧʷʪʦʛʦ 

ʧʦʢʦʣʝʥʠʷ ʠ ʩʚʷʟʳʚʘʣʠ ʩ ʥʠʤʠ ʙʦʣʴʰʠʝ ʥʘʜʝʞʜʳ. ʇʨʦʣʦʛ ʩ ʫʩʧʝʭʦʤ ʧʨʠʤʝʥʷʣʩʷ ʚ 
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ʧʨʘʢʪʠʢʝ ʩʦʟʜʘʥʠʷ ʵʢʩʧʝʨʪʥʳʭ ʩʠʩʪʝʤ ʜʣʷ ʪʝʭʥʠʯʝʩʢʦʡ ʠ ʤʝʜʠʮʠʥʩʢʦʡ 

ʜʠʘʛʥʦʩʪʠʢʠ, ʧʦʠʩʢʘ ʧʦʣʝʟʥʳʭ ʠʩʢʦʧʘʝʤʳʭ, ʨʘʙʦʪʳ ʩ ʙʘʟʘʤʠ ʜʘʥʥʳʭ, ʦʙʨʘʙʦʪʢʠ 

ʝʩʪʝʩʪʚʝʥʥʳʭ ʷʟʳʢʦʚ, ʘʚʪʦʤʘʪʠʯʝʩʢʦʛʦ ʬʦʨʤʠʨʦʚʘʥʠʷ ʧʦʥʷʪʠʡ ʠ ʧʦʠʩʢʘ 

ʵʤʧʠʨʠʯʝʩʢʠʭ ʟʘʢʦʥʦʤʝʨʥʦʩʪʝʡ, ʥʦ ʩʦ ʚʨʝʤʝʥʝʤ ʰʫʤʠʭʘ ʫʣʝʛʣʘʩʴ, ʧʝʨʚʦʥʘʯʘʣʴʥʦ 

ʦʙʝʱʘʥʥʦʛʦ ʢʘʨʜʠʥʘʣʴʥʦʛʦ ʧʝʨʝʚʦʨʦʪʘ ʚ ʀʀ ʥʝ ʧʨʦʠʟʦʰʣʦ, ʭʦʪʷ ʨʘʙʦʪʳ ʥʘʜ 

ʦʙʦʛʘʱʝʥʠʝʤ ʷʟʳʢʘ ʇʨʦʣʦʛ ʚʝʜʫʪʩʷ ʠ ʩʝʛʦʜʥʷ. 

ʅɽʁʈʆʉɽʊɽɺʆʁ ʇʆɼʍʆɼ ʂ ʀʀ 

ʀʟ ʥʝʣʦʛʠʯʝʩʢʠʭ ʧʦʜʭʦʜʦʚ ʢ ʤʦʜʝʣʠʨʦʚʘʥʠʶ ʨʘʩʩʫʞʜʝʥʠʡ ʥʘʠʙʦʣʝʝ 

ʠʟʚʝʩʪʥʳʤ ʷʚʣʷʝʪʩʷ ʥʝʡʨʦʩʝʪʝʚʦʡ ʩ ʤʝʭʘʥʠʟʤʦʤ ʩʘʤʦʦʙʫʯʝʥʠʷ. 

ʇʝʨʚʳʝ ʩʝʪʠ ʙʳʣʠ ʩʦʟʜʘʥʳ ʝʱʝ ʚ 50-ʝ ʛʦʜʳ ʫʰʝʜʰʝʛʦ ʩʪʦʣʝʪʠʷ. ɿʘʪʝʤ ʵʪʦ 

ʥʘʧʨʘʚʣʝʥʠʝ ʧʨʠʰʣʦ ʚ ʫʧʘʜʦʢ, ʪʘʢ ʢʘʢ ʙʳʣ ʜʦʢʘʟʘʥ ʨʷʜ ʪʝʦʨʝʤ ʦʙ ʦʛʨʘʥʠʯʝʥʥʦʩʪʠ 

ʧʝʨʚʦʥʘʯʘʣʴʥʦʛʦ ʧʦʜʭʦʜʘ, ʥʦ ʫʞʝ ʚ ʥʳʥʝʰʥʝʤ ʩʪʦʣʝʪʠʠ ʥʘʩʪʫʧʠʣ ʨʝʥʝʩʩʘʥʩ, 

ʩʚʷʟʘʥʥʳʡ ʩ ʧʦʷʚʣʝʥʠʝʤ ʤʥʦʛʦʩʣʦʡʥʳʭ ʥʝʡʨʦʥʥʳʭ ʩʝʪʝʡ ʩ ʛʣʫʙʠʥʥʳʤ ʦʙʫʯʝʥʠʝʤ. 

ʇʨʠʧʠʩʳʚʘʪʴ ʥʝʡʨʦʥʥʳʤ ʩʝʪʷʤ ʩʧʦʩʦʙʥʦʩʪʴ ʨʘʩʩʫʞʜʘʪʴ ʤʦʞʥʦ ʣʠʰʴ ʩ ʦʯʝʥʴ 

ʙʦʣʴʰʦʡ ʥʘʪʷʞʢʦʡ, ʧʦʩʢʦʣʴʢʫ ʥʝʡʨʦʩʝʪʠ ʧʦ ʩʫʪʠ ʷʚʣʷʶʪʩʷ ʯʝʨʥʳʤʠ ʷʱʠʢʘʤʠ, 

ʢʦʪʦʨʳʝ, ʧʦʜʦʙʥʦ ʦʨʘʢʫʣʘʤ, ʥʘ ʚʩʷʢʠʡ ʟʘʧʨʦʩ ʜʘʶʪ ʥʝʢʦʪʦʨʳʡ ʦʪʚʝʪ, ʥʦ ʦʙʦʩʥʦʚʘʪʴ 

ʝʛʦ, ʧʨʝʜʩʪʘʚʠʚ ʭʦʜ ʨʘʩʩʫʞʜʝʥʠʡ, ʧʦʯʝʤʫ ʦʥʠ ʧʨʠʰʣʠ ʠʤʝʥʥʦ ʢ ʪʘʢʦʤʫ 

ʟʘʢʣʶʯʝʥʠʶ, ʥʝ ʤʦʛʫʪ, ʯʪʦ ʧʨʦʪʠʚʦʨʝʯʠʪ ʩʘʤʦʤʫ ʧʦʥʠʤʘʥʠʶ ʠʥʪʝʣʣʝʢʪʘ. ʆʩʪʘʝʪʩʷ 

ʣʠʰʴ ʚʝʨʠʪʴ ʠʤ ʠʣʠ ʥʝ ʚʝʨʠʪʴ. ʕʪʦ ʥʝʩʝʪ ʙʦʣʴʰʠʝ ʨʠʩʢʠ, ʝʩʣʠ ʤʳ ʚʟʜʫʤʘʝʤ 

ʥʝʦʛʨʘʥʠʯʝʥʥʦ ʧʦʣʘʛʘʪʴʩʷ ʥʘ ʨʝʢʦʤʝʥʜʘʮʠʠ ʩʝʪʝʡ, ʥʘʧʨʠʤʝʨ, ʚ ʤʝʜʠʮʠʥʝ, ʚ 

ʚʦʝʥʥʦʡ ʩʬʝʨʝ, ʚ ʫʧʨʘʚʣʝʥʠʠ ʩʣʦʞʥʳʤʠ ʪʝʭʥʦʣʦʛʠʯʝʩʢʠʤʠ ʧʨʦʮʝʩʩʘʤʠ. 

GPT-ʀʉʊɽʈʀʗ 

ʉ ʥʘʯʘʣʘ 2023 ʥʘ ʥʘʩ ʦʙʨʫʰʠʣʘʩʴ ʣʘʚʠʥʘ ʩʦʦʙʱʝʥʠʡ ʦʙ ʫʜʠʚʠʪʝʣʴʥʳʭ 

ñʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʭò ʩʧʦʩʦʙʥʦʩʪʷʭ ʥʝʡʨʦʥʥʦʡ ʩʝʪʠ ChatGPT. ɺ ʢʘʯʝʩʪʚʝ ʧʨʠʤʝʨʦʚ 

ʪʘʢʠʭ ʜʦʩʪʠʞʝʥʠʡ ʧʨʠʚʦʜʠʣʠ ʥʘʧʠʩʘʥʠʝ ʤʫʟʳʢʠ, ʛʝʥʝʨʘʮʠʶ ʢʘʨʪʠʥʦʢ, ʧʦʠʩʢ 

ʥʦʚʳʭ ʭʠʤʠʯʝʩʢʠʭ ʩʦʝʜʠʥʝʥʠʡ, ʩʦʩʪʘʚʣʝʥʠʝ ʧʨʦʛʨʘʤʤ, ʧʦʨʦʞʜʝʥʠʝ ʪʝʢʩʪʦʚ ʥʘ 

ʟʘʜʘʥʥʫʶ ʪʝʤʫ. 

ʉʪʫʜʝʥʪʳ ʥʘʯʘʣʠ ʧʠʩʘʪʴ ʜʠʧʣʦʤʳ ʩ ʧʦʤʦʱʴʶ ChatGPT, ʢʦʪʦʨʳʝ ʧʨʦʭʦʜʠʣʠ 

ʵʢʩʧʝʨʪʠʟʫ ʵʢʟʘʤʝʥʘʮʠʦʥʥʳʭ ʢʦʤʠʩʩʠʡ, ʟʘʧʘʥʠʢʦʚʘʣʠ ʤʥʦʛʦʯʠʩʣʝʥʥʳʝ ʜʠʟʘʡʥʝʨʳ 

ʠ ʨʘʙʦʪʥʠʢʠ ʨʝʢʣʘʤʳ, ʢʦʪʦʨʳʭ ʥʘʯʘʣʠ ʤʘʩʩʦʚʦ ʩʦʢʨʘʱʘʪʴ ʟʘ ʥʝʥʫʞʥʦʩʪʴʶ, ʥʘʚʠʩʣʘ 

ʫʛʨʦʟʘ ʣʠʢʚʠʜʘʮʠʠ ʤʥʦʛʠʭ ʜʨʫʛʠʭ ʧʨʦʬʝʩʩʠʡ, ʚ ʪʦʤ ʯʠʩʣʝ ʠ ʧʨʝʧʦʜʘʚʘʪʝʣʝʡ ʚʫʟʦʚ. 

ʀʥʦʛʜʘ ʚ ʦʪʚʝʪ ʥʘ ʟʘʧʨʦʩ ChatGPT ʛʝʥʝʨʠʨʫʝʪ ʷʚʥʫʶ ʛʣʫʧʦʩʪʴ, ʥʦ ʵʪʦ 

ʦʙʲʷʩʥʷʶʪ ʪʝʤ, ʯʪʦ ʩʝʪʴ ʧʦʢʘ ʯʪʦ ʥʝʜʦʩʪʘʪʦʯʥʦ ʦʙʫʯʝʥʘ, ʠ ʚ ʙʫʜʫʱʝʤ, ʧʦʩʣʝ 

ʜʦʦʙʫʯʝʥʠʷ ʥʘ ʙʦʣʴʰʠʭ ʤʘʩʩʠʚʘʭ ʜʘʥʥʳʭ, ʧʨʦʠʟʦʡʜʝʪ ʯʫʜʦ, ʢʦʣʠʯʝʩʪʚʦ 

ʥʝʧʦʥʷʪʥʳʤ ʦʙʨʘʟʦʤ ʧʝʨʝʡʜʝʪ ʚ ʥʦʚʦʝ ʢʘʯʝʩʪʚʦ, ʩʝʪʴ ʧʦʫʤʥʝʝʪ ʠ ʛʣʫʧʦʩʪʠ 

ʧʝʨʝʩʪʘʥʫʪ ʚʩʪʨʝʯʘʪʴʩʷ, ʠʣʠ ʝʩʣʠ ʠ ʙʫʜʫʪ ʚʩʪʨʝʯʘʪʴʩʷ, ʪʦ ʛʦʨʘʟʜʦ ʨʝʞʝ. 
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GPT-ɸʈʍʀʊɽʂʊʋʈɸ 

GPT-ʩʝʪʠ ï ɻ ʪʦ ʧʨʝʜʦʙʫʯʝʥʥʳʝ ʥʝʡʨʦʥʥʳʝ ʩʝʪʠ ʜʣʷ ʛʝʥʝʨʘʮʠʠ (ʧʨʦʜʦʣʞʝʥʠʷ) 

ʪʝʢʩʪʘ, ʚ ʦʩʥʦʚʝ ʢʦʪʦʨʳʭ ʣʝʞʠʪ ʚʧʦʣʥʝ ʢʦʥʢʨʝʪʥʘʷ ʙʦʣʴʰʘʷ ʷʟʳʢʦʚʘʷ ʤʦʜʝʣʴ. 

ʇʨʝʜʦʙʫʯʝʥʥʦʩʪʴ ʩʝʪʠ ʦʟʥʘʯʘʝʪ, ʯʪʦ ʦʥʘ ʩʦʜʝʨʞʠʪ ʥʝʢʦʪʦʨʫʶ ʙʘʟʫ ʜʘʥʥʳʭ, 

ʧʨʝʜʩʪʘʚʣʷʶʱʫʶ ʠʟ ʩʝʙʷ ʤʥʦʞʝʩʪʚʦ ʢʦʥʢʨʝʪʥʳʭ ʩʣʦʚ (ʝʩʣʠ ʙʳʪʴ ʙʦʣʝʝ ʪʦʯʥʳʤʠ, 

ʪʦ ʪʦʢʝʥʦʚ, ʯʘʩʪʝʡ ʩʣʦʚ) ʩʦ ʩʧʝʮʠʘʣʴʥʳʤʠ ʦʮʝʥʢʘʤʠ ʜʣʷ ʚʳʯʠʩʣʝʥʠʷ 

ʘʩʩʦʮʠʘʪʠʚʥʳʭ ʠ ʧʦʨʷʜʢʦʚʳʭ ʩʚʷʟʝʡ ʤʝʞʜʫ ʥʠʤʠ. ʕʪʘ ʙʘʟʘ ʜʘʥʥʳʭ ʧʦʣʫʯʝʥʘ ʧʫʪʝʤ 

ʦʙʨʘʙʦʪʢʠ ʦʯʝʥʴ ʙʦʣʴʰʦʛʦ ʦʙʲʝʤʘ ʪʝʢʩʪʦʚ, ʦʪʥʦʩʷʱʠʭʩʷ ʢ ʨʘʟʣʠʯʥʳʤ ʦʙʣʘʩʪʷʤ. 

ɻʝʥʝʨʘʮʠʷ ʦʟʥʘʯʘʝʪ, ʯʪʦ ʚ ʦʪʚʝʪ ʥʘ ʟʘʧʨʦʩ ʩʝʪʴ ʥʘʯʠʥʘʝʪ ʠʪʝʨʘʪʠʚʥʦ 

ʛʝʥʝʨʠʨʦʚʘʪʴ ʪʝʢʩʪ/ʦʪʚʝʪ ʩʣʦʚʦ ʟʘ ʩʣʦʚʦʤ, ʚʳʙʠʨʘʷ ʥʘ ʦʩʥʦʚʝ ʘʩʩʦʮʠʘʪʠʚʥʳʭ ʠ 

ʧʦʨʷʜʢʦʚʳʭ ʩʚʷʟʝʡ, ʢʘʢʠʤ ʤʦʞʝʪ ʙʳʪʴ ʩʣʝʜʫʶʱʝʝ ʩʣʦʚʦ. ʇʨʠ ʵʪʦʤ ʩʝʪʴ 

ʦʨʠʝʥʪʠʨʫʝʪʩʷ ʥʝ ʪʦʣʴʢʦ ʥʘ ʥʝʧʦʩʨʝʜʩʪʚʝʥʥʦ ʧʨʝʜʰʝʩʪʚʫʶʱʝʝ ʩʣʦʚʦ, ʘ ʥʘ 

ʥʝʢʦʪʦʨʳʡ ʧʨʝʜʰʝʩʪʚʫʶʱʠʡ ʢʦʥʪʝʢʩʪ. ɼʣʷ ʧʨʠʜʘʥʠʷ ʙʦʣʴʰʝʡ ʝʩʪʝʩʪʚʝʥʥʦʩʪʠ ʠ 

ʨʘʟʥʦʦʙʨʘʟʠʷ, ʚ ʢʘʯʝʩʪʚʝ ʩʣʝʜʫʶʱʝʛʦ ʩʣʦʚʘ ʥʝ ʦʙʷʟʘʪʝʣʴʥʦ ʚʳʙʠʨʘʝʪʩʷ ʪʦ, 

ʢʦʪʦʨʦʤʫ ʧʨʠʧʠʩʘʥʘ ʥʘʠʙʦʣʴʰʘʷ ʩʠʣʘ ʘʩʩʦʮʠʘʪʠʚʥʦʡ ʩʚʷʟʠ, ʘ ʩʣʫʯʘʡʥʳʤ ʦʙʨʘʟʦʤ 

ʚʳʙʠʨʘʝʪʩʷ ʦʜʥʦ ʠʟ ʩʣʦʚ, ʩʠʣʘ ʩʚʷʟʠ ʢʦʪʦʨʳʭ ʧʨʝʚʳʰʘʝʪ ʥʝʢʦʪʦʨʳʡ ʧʦʨʦʛ. 

ɽʩʣʠ ʦʧʫʩʪʠʪʴ ʪʝʭʥʠʯʝʩʢʠʝ ʜʝʪʘʣʠ ʨʝʘʣʠʟʘʮʠʠ, ʵʪʦ ʠ ʝʩʪʴ ʠʩʧʦʣʴʟʫʝʤʘʷ 

ʙʦʣʴʰʘʷ ʷʟʳʢʦʚʘʷ ʤʦʜʝʣʴ. ʅʠ ʦ ʢʘʢʦʤ ʧʦʥʠʤʘʥʠʠ ʯʝʛʦ-ʣʠʙʦ, ʥʠ ʦ ʢʘʢʦʤ ʠʥʪʝʣʣʝʢʪʝ 

ʠ ʨʝʯʠ ʥʝ ʠʜʝʪ. ʆʥʘ ʛʦʨʘʟʜʦ ʙʦʣʴʰʝ ʧʦʭʦʞʘ ʥʘ ʤʦʜʝʣʴ ʛʨʘʬʦʤʘʥʘ, ʢʦʪʦʨʳʡ 

ʛʨʘʤʤʘʪʠʯʝʩʢʠ ʧʨʘʚʠʣʴʥʦ ʚʳʩʪʨʘʠʚʘʝʪ ʚ ʦʜʠʥ ʨʷʜ ʦʜʥʦ ʩʣʦʚʦ ʟʘ ʜʨʫʛʠʤ. 

ʊɽʉʊ ʅɸ ʀʅʊɽʃʃɽʂʊʋɸʃʔʅʆʉʊʔ 

ʇʦʧʨʦʙʫʝʤ ʧʨʦʚʝʨʠʪʴ, ʜʝʡʩʪʚʠʪʝʣʴʥʦ ʣʠ ChatGPT ʦʙʣʘʜʘʝʪ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʤʠ ʩʧʦʩʦʙʥʦʩʪʷʤʠ, ʫʤʝʝʪ ʨʘʩʩʫʞʜʘʪʴ ʧʦʜʦʙʥʦ ʯʝʣʦʚʝʢʫ ʠ 

ʩʧʦʩʦʙʝʥ ʧʨʦʡʪʠ ʪʝʩʪ ʊʴʶʨʠʥʛʘ, ʥʦ ʩʧʝʨʚʘ ʦʩʪʘʥʦʚʠʤʩʷ ʥʘ ʩʘʤʦʤ ʪʝʩʪʝ. ʗʚʣʷʝʪʩʷ 

ʣʠ ʦʩʥʦʚʘʥʠʝʤ ʜʣʷ ʧʨʠʥʷʪʠʷ ʨʝʰʝʥʠʷ ʦ ʪʦʤ, ʯʪʦ ʀʀ ʩʦʟʜʘʥ, ʫʙʝʞʜʝʥʥʦʩʪʴ 

ʙʦʣʴʰʠʥʩʪʚʘ ʪʝʩʪʠʨʫʝʤʳʭ ʚ ʪʦʤ, ʯʪʦ ʦʥʠ ʙʝʩʝʜʦʚʘʣʠ ʩ ʯʝʣʦʚʝʢʦʤ, ʘ ʥʝ ʩ 

ʧʨʦʛʨʘʤʤʦʡ? ɽʩʣʠ ʚʩʝ ʣʶʜʠ ʫʣʳʙʘʶʪʩʷ, ʦʟʥʘʯʘʝʪ ʣʠ ʵʪʦ, ʯʪʦ ʚʩʝ ʦʥʠ ʩʯʘʩʪʣʠʚʳ? 

ɺ 2022 ʧʦ ʨʝʟʫʣʴʪʘʪʘʤ ʦʧʨʦʩʘ ɺʎʀʆʄ 35% ʨʦʩʩʠʷʥ ʩʯʠʪʘʣʠ, ʯʪʦ ʉʦʣʥʮʝ 

ʚʨʘʱʘʝʪʩʷ ʚʦʢʨʫʛ ɿʝʤʣʠ. ɺ 2007 ʪʘʢ ʩʯʠʪʘʣʠ ʪʦʣʴʢʦ 28%. ʕʪʦʪ ʧʨʠʤʝʨ ʛʦʚʦʨʠʪ ʦ 

ʪʦʤ, ʯʪʦ ʤʘʩʩʦʚʦʝ ʪʝʩʪʠʨʦʚʘʥʠʝ ʝʱʝ ʥʠʯʝʛʦ ʥʝ ʦʟʥʘʯʘʝʪ, ʤʥʦʛʦʝ ʟʘʚʠʩʠʪ ʦʪ ʫʨʦʚʥʷ 

ʦʙʨʘʟʦʚʘʥʠʷ ʨʝʩʧʦʥʜʝʥʪʦʚ. ʇʦʵʪʦʤʫ ʠ ʢ ʨʝʟʫʣʴʪʘʪʘʤ ʪʝʩʪʘ ʊʴʶʨʠʥʛʘ ʥʝʦʙʭʦʜʠʤʦ 

ʦʪʥʦʩʠʪʴʩʷ ʩ ʙʦʣʴʰʦʡ ʜʦʣʝʡ ʩʢʝʧʩʠʩʘ. ɺ ʥʘʯʘʣʝ ʥʫʣʝʚʳʭ ʧʦʷʚʠʣʦʩʴ ʩʦʦʙʱʝʥʠʝ, ʯʪʦ 

ʪʝʩʪ ʊʴʶʨʠʥʛʘ ʫʩʧʝʰʥʦ ʧʨʦʡʜʝʥ. ʌʦʨʤʘʣʴʥʦ ʵʪʦ ʙʳʣʦ ʜʝʡʩʪʚʠʪʝʣʴʥʦ ʪʘʢ. ʅʦ ʟʘʪʝʤ 

ʢʨʠʪʠʢʠ ʧʦʠʥʪʝʨʝʩʦʚʘʣʠʩʴ ʫʩʪʨʦʡʩʪʚʦʤ ʩʘʤʦʡ ʧʨʦʛʨʘʤʤʳ. ʆʢʘʟʘʣʦʩʴ, ʯʪʦ ʚ ʥʝʝ 

ʟʘʨʘʥʝʝ ʙʳʣʠ ñʟʘʰʠʪʳò ʧʦʨʷʜʢʘ 170 ʪʳʩ. ʧʨʘʚʠʣʴʥʳʭ ʦʪʚʝʪʦʚ ʥʘ ʥʘʠʙʦʣʝʝ 

ʧʦʧʫʣʷʨʥʳʝ ʚʦʧʨʦʩʳ, ʢʦʪʦʨʳʝ ʦʙʳʯʥʦ ʟʘʜʘʶʪ ʣʶʜʠ. ʇʦʥʷʪʥʦ, ʯʪʦ ʥʠ ʦ ʢʘʢʦʤ ʀʀ 

ʠ ʨʝʯʠ ʥʝ ʤʦʛʣʦ ʠʜʪʠ. 

ʇʨʠʚʝʜʝʥʥʳʝ ʧʨʠʤʝʨʳ ʛʦʚʦʨʷʪ, ʯʪʦ ʩʫʜʠʪʴ ʦ ʚʦʧʨʦʩʝ ʩʦʟʜʘʥʠʷ ʀʀ ʩʣʝʜʫʝʪ ʧʦ 

ʙʦʣʝʝ ʪʦʥʢʠʤ ʢʨʠʪʝʨʠʷʤ, ʘ ʥʝ ʧʦ ʫʙʝʞʜʝʥʥʦʩʪʠ ʰʠʨʦʢʦʡ ʧʫʙʣʠʢʠ, ʢʦʪʦʨʘʷ ʚ 

ʙʦʣʴʰʠʥʩʪʚʝ ʩʚʦʝʤ ʥʝ ʟʥʘʝʪ, ʯʝʤ ʦʪʣʠʯʘʝʪʩʷ ʣʦʛʘʨʠʬʤ ʦʪ ʪʘʥʛʝʥʩʘ, ʦʪʦʞʜʝʩʪʚʣʷʷ 

ʠʭ ʩ ʥʘʟʚʘʥʠʷʤʠ ʢʥʦʧʦʢ ʢʘʣʴʢʫʣʷʪʦʨʘ. ʇʨʘʚʠʣʴʥʳʡ ʠʣʠ ʥʝʧʨʘʚʠʣʴʥʳʡ ʦʪʚʝʪ ʥʘ 

ʦʜʠʥ ʝʜʠʥʩʪʚʝʥʥʳʡ ʫʤʥʦ ʧʦʩʪʘʚʣʝʥʥʳʡ ʚʦʧʨʦʩ ʤʦʞʝʪ ʦʢʘʟʘʪʴʩʷ ʢʨʠʪʠʯʝʩʢʠʤ. 



Special Topic: ChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷ 

ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 
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ʄʳ ʥʝ ʩʪʘʥʝʤ ʟʘʜʘʚʘʪʴ ChatGPT ʪʨʠʚʠʘʣʴʥʳʝ ʚʦʧʨʦʩʳ ʪʠʧʘ ñʉʢʦʣʴʢʦ ʙʫʜʝʪ 

37 ʚ ʢʚʘʜʨʘʪʝ?ò, ʩ ʯʝʤ ʧʨʝʢʨʘʩʥʦ ʩʧʨʘʚʣʷʶʪʩʷ ʦʙʳʯʥʳʝ ʢʘʣʴʢʫʣʷʪʦʨʳ, ʘ ʧʨʦʚʝʨʠʤ 

ʥʘ ʩʧʦʩʦʙʥʦʩʪʴ ʩʪʨʦʠʪʴ ʧʦʥʷʪʠʡʥʳʝ ʨʘʩʩʫʞʜʝʥʠʷ, ʯʪʦ ʷʚʣʷʝʪʩʷ ʦʪʣʠʯʠʪʝʣʴʥʦʡ 

ʭʘʨʘʢʪʝʨʠʩʪʠʢʦʡ ʯʝʣʦʚʝʯʝʩʢʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. 

ʏʪʦʙʳ ʥʘʩ ʥʝ ʦʙʚʠʥʠʣʠ ʚ ʧʨʝʜʚʟʷʪʦʩʪʠ, ʥʝ ʩʪʘʥʝʤ ʧʨʦʩʠʪʴ ChatGPT ʝʱʝ ʨʘʟ 

ʜʦʢʘʟʘʪʴ ʪʝʦʨʝʤʫ, ʢʦʪʦʨʫʶ ʜʦʢʘʟʘʣ ɻʨʠʛʦʨʠʡ ʇʝʨʝʣʴʤʘʥ, ʘ ʧʨʦʚʝʨʠʤ ʝʛʦ 

ʩʧʦʩʦʙʥʦʩʪʠ ʥʘ ʧʨʦʩʪʝʡʰʠʭ ʧʨʠʤʝʨʘʭ ʩʠʣʣʦʛʠʟʤʦʚ ʪʦʛʦ ʞʝ ʚʠʜʘ, ʯʪʦ ʠ ʟʥʘʤʝʥʠʪʳʡ 

ʩʠʣʣʦʛʠʟʤ: ñɺʩʝ ʣʶʜʠ ʩʤʝʨʪʥʳ, ʉʦʢʨʘʪ ʯʝʣʦʚʝʢ, ʩʣʝʜʦʚʘʪʝʣʴʥʦ, ʉʦʢʨʘʪ ʩʤʝʨʪʝʥò. 

ʌʦʨʤʘʣʴʥʦ ʵʪʦʪ ʩʠʣʣʦʛʠʟʤ ʠʤʝʝʪ ʩʣʝʜʫʶʱʠʡ ʚʠʜ: 

1. ˤ͔ͫ { 
͔ͫͭΈ t 
2. · ͔ͫͭΈ { 

3. · ͔ͫͭΈ 
P 

ʅʝ ʪʨʝʙʫʝʪʩʷ ʛʣʫʙʦʢʦʛʦ ʟʥʘʥʠʷ ʣʦʛʠʢʠ, ʯʪʦʙʳ ʩʦʛʣʘʩʠʪʴʩʷ ʩ ʝʛʦ 

ʧʨʘʚʠʣʴʥʦʩʪʴʶ. 

ɺ ʢʘʯʝʩʪʚʝ ʢʦʥʢʨʝʪʥʦʡ ʨʝʘʣʠʟʘʮʠʠ ʚʦʟʴʤʝʤ @GPT4_ru_bot ʠʟ ʊʝʣʝʛʨʘʤ. ʕʪʦ 

ʙʦʪ ʦʪ ʢʦʤʧʘʥʠʠ OpenAI, ʢʦʪʦʨʘʷ ʢʘʢ ʨʘʟ ʠ ʩʦʟʜʘʣʘ ChatGPT. ʇʨʦʚʝʨʠʤ, ʠʟʚʝʩʪʥʘ 

ʣʠ ʝʤʫ ʚ ʦʙʱʝʤ ʚʠʜʝ ʣʦʛʠʯʝʩʢʘʷ ʬʦʨʤʘ ʵʪʦʛʦ ʩʠʣʣʦʛʠʟʤʘ, ʠʤʝʥʫʝʤʘʷ ʤʦʜʫʩʦʤ 

Barbara. 
 

ɺʦʧʨʦʩ: ʗʚʣʷʝʪʩʷ ʣʠ ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳʤ ʩʣʝʜʫʶʱʝʝ ʨʘʩʩʫʞʜʝʥʠʝ: ɽʩʣʠ 

ʚʩʝ S ʩʫʪʴ P, ʘ X ʩʫʪʴ S, ʪʦ X ʩʫʪʴ P. 

ʆʪʚʝʪ: ɼʘ, ʵʪʦ ʣʦʛʠʯʝʩʢʠ ʚʝʨʥʦʝ ʨʘʩʩʫʞʜʝʥʠʝ. ɺ ʜʘʥʥʦʤ ʩʣʫʯʘʝ, 

ʫʪʚʝʨʞʜʘʝʪʩʷ, ʯʪʦ ʚʩʝ S ʩʫʪʴ P, ʪʦ ʝʩʪʴ ʢʘʞʜʳʡ S ʷʚʣʷʝʪʩʷ P. ʊʘʢʞʝ 

ʫʪʚʝʨʞʜʘʝʪʩʷ, ʯʪʦ X ̫ ʚʣʷʝʪʩʷ S, ʯʪʦ ʧʦʜʨʘʟʫʤʝʚʘʝʪ, ʯʪʦ X ̫ ʚʣʷʝʪʩʷ ʯʘʩʪʴʶ S. 

ʉʣʝʜʦʚʘʪʝʣʴʥʦ, ʤʦʞʥʦ ʩʜʝʣʘʪʴ ʚʳʚʦʜ, ʯʪʦ X ʪʘʢʞʝ ʜʦʣʞʝʥ ʙʳʪʴ ʯʘʩʪʴʶ P, ʠ 

ʧʦʵʪʦʤʫ, X ʩʫʪʴ P. ʊʘʢʠʤ ʦʙʨʘʟʦʤ, ʚʳʚʦʜ, ʯʪʦ X ʩʫʪʴ P, ʷʚʣʷʝʪʩʷ 

ʟʘʢʦʥʦʤʝʨʥʳʤ ʠ ʣʦʛʠʯʝʩʢʠ ʧʨʘʚʠʣʴʥʳʤ. 
 

ʆʪʚʝʪ ʧʨʘʚʠʣʴʥʳʡ, ʥʦ ʝʩʪʴ ʥʝʢʦʪʦʨʳʝ ʰʝʨʦʭʦʚʘʪʦʩʪʠ ʚ ʝʛʦ ʦʙʦʩʥʦʚʘʥʠʠ, 

ʢʦʪʦʨʳʤʠ ʯʘʩʪʦ ʛʨʝʰʘʪ ʠ ʩʪʫʜʝʥʪʳ. ʇʦʵʪʦʤʫ ʥʝ ʩʪʘʥʝʤ ʧʨʠʜʠʨʘʪʴʩʷ. 

ʂʦʥʢʨʝʪʠʟʠʨʫʝʤ ʩʠʣʣʦʛʠʟʤ. 
 

ɺʦʧʨʦʩ: ʗʚʣʷʝʪʩʷ ʣʠ ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳʤ ʩʣʝʜʫʶʱʝʝ ʨʘʩʩʫʞʜʝʥʠʝ: ɽʩʣʠ 

ʚʩʝ ʣʶʜʠ ʧʴʶʪ ʚʦʜʫ, ʘ ʉʦʢʨʘʪ ʯʝʣʦʚʝʢ, ʪʦ ʉʦʢʨʘʪ ʧʴʝʪ ʚʦʜʫ. 

ʆʪʚʝʪ: ɼʘ, ʵʪʦ ʣʦʛʠʯʝʩʢʠ ʚʝʨʥʦʝ ʨʘʩʩʫʞʜʝʥʠʝ. ɽʩʣʠ ʚʩʝ ʣʶʜʠ ʧʴʶʪ ʚʦʜʫ, 

ʪʦ ʉʦʢʨʘʪ, ʢʘʢ ʯʝʣʦʚʝʢ, ʪʘʢʞʝ ʜʦʣʞʝʥ ʧʠʪʴ ʚʦʜʫ, ʪʘʢ ʢʘʢ ʦʥ ʷʚʣʷʝʪʩʷ ʯʘʩʪʴʶ 

ʛʨʫʧʧʳ ñʚʩʝ ʣʶʜʠò. ʊʘʢʠʤ ʦʙʨʘʟʦʤ, ʚʳʚʦʜ, ʯʪʦ ʉʦʢʨʘʪ ʧʴʝʪ ʚʦʜʫ, ʷʚʣʷʝʪʩʷ 

ʟʘʢʦʥʦʤʝʨʥʳʤ ʠ ʣʦʛʠʯʝʩʢʠ ʧʨʘʚʠʣʴʥʳʤ. 
 

ɺʩʝ ʚʝʨʥʦ ʟʘ ʠʩʢʣʶʯʝʥʠʝʤ ʪʦʛʦ, ʯʪʦ ʉʦʢʨʘʪ ʷʚʣʷʝʪʩʷ ʥʝ ʯʘʩʪʴʶ ʛʨʫʧʧʳ ñʚʩʝ 

ʣʶʜʠò, ʘ ʵʣʝʤʝʥʪʦʤ ʩʦʦʪʚʝʪʩʪʚʫʶʱʝʛʦ ʤʥʦʞʝʩʪʚʘ. ɹʫʜʝʤ ʩʯʠʪʘʪʴ ʵʪʦ ʷʟʳʢʦʚʳʤʠ 

ʰʝʨʦʭʦʚʘʪʦʩʪʷʤʠ ʠ ʥʝ ʩʪʘʥʝʤ ʢ ʥʠʤ ʧʨʠʜʠʨʘʪʴʩʷ. 

ʇʦʩʣʝʜʥʠʡ ʪʝʩʪ. ʉʣʝʛʢʘ ʠʟʤʝʥʠʤ ʚʦʧʨʦʩ, ʜʦʙʘʚʠʚ ʚ ʩʣʦʚʦ ʚʦʜʘ ʚʩʝʛʦ ʦʜʥʫ 

ʙʫʢʚʫ, ʟʘʤʝʥʠʚ ñʚʦʜʫò ʥʘ ñʚʦʜʢʫò. 
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ɺʦʧʨʦʩ: ʗʚʣʷʝʪʩʷ ʣʠ ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳʤ ʩʣʝʜʫʶʱʝʝ ʨʘʩʩʫʞʜʝʥʠʝ: ɽʩʣʠ 

ʚʩʝ ʣʶʜʠ ʧʴʶʪ ʚʦʜʢʫ, ʘ ʉʦʢʨʘʪ ʯʝʣʦʚʝʢ, ʪʦ ʉʦʢʨʘʪ ʧʴʝʪ ʚʦʜʢʫ. 

ʆʪʚʝʪ: ʅʝʪ, ʵʪʦ ʨʘʩʩʫʞʜʝʥʠʝ ʥʝʢʦʨʨʝʢʪʥʦ ʩ ʪʦʯʢʠ ʟʨʝʥʠʷ ʣʦʛʠʢʠ. ɼʘʞʝ 

ʝʩʣʠ ʙʳ ʚʩʝ ʣʶʜʠ ʧʠʣʠ ʚʦʜʢʫ, ʵʪʦ ʥʝ ʦʙʷʟʘʪʝʣʴʥʦ ʦʟʥʘʯʘʝʪ, ʯʪʦ ʢʘʞʜʳʡ 

ʯʝʣʦʚʝʢ ʧʴʝʪ ʚʦʜʢʫ. ʂʨʦʤʝ ʪʦʛʦ, ʥʘʣʠʯʠʝ ʉʦʢʨʘʪʘ ʩʨʝʜʠ ʣʶʜʝʡ ʥʝ 

ʛʘʨʘʥʪʠʨʫʝʪ, ʯʪʦ ʦʥ ʪʘʢʞʝ ʧʴʝʪ ʚʦʜʢʫ. ʊʘʢʠʤ ʦʙʨʘʟʦʤ, ʤʦʞʥʦ ʩʜʝʣʘʪʴ ʚʳʚʦʜ, 

ʯʪʦ ʧʨʝʜʣʦʞʝʥʥʳʡ ʘʨʛʫʤʝʥʪ ʥʝʜʦʩʪʘʪʦʯʥʦ ʦʙʦʩʥʦʚʘʥ, ʯʪʦʙʳ ʩʯʠʪʘʪʴ ʝʛʦ 

ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳʤ. 
 

ʊʝʩʪ ʩ ʪʨʝʩʢʦʤ ʧʨʦʚʘʣʝʥ. ʆʙʦʩʥʦʚʘʥʠʝ ʦʪʚʝʪʘ ʧʨʦʩʪʦ ʘʙʩʫʨʜʥʦ ʠ 

ʧʨʦʪʠʚʦʨʝʯʠʪ ʦʙʦʩʥʦʚʘʥʠʶ ʧʨʝʜʳʜʫʱʝʛʦ ʧʨʠʤʝʨʘ ʩ ʚʦʜʦʡ. ʆʢʘʟʳʚʘʝʪʩʷ, ñʝʩʣʠ ʚʩʝ 

ʣʶʜʠ ʧʴʶʪ ʚʦʜʢʫ, ʵʪʦ ʥʝ ʦʙʷʟʘʪʝʣʴʥʦ ʦʟʥʘʯʘʝʪ, ʯʪʦ ʢʘʞʜʳʡ ʯʝʣʦʚʝʢ ʧʴʝʪ ʚʦʜʢʫò ʠ 

ñʥʘʣʠʯʠʝ ʉʦʢʨʘʪʘ ʩʨʝʜʠ ʣʶʜʝʡ ʥʝ ʛʘʨʘʥʪʠʨʫʝʪ, ʯʪʦ ʦʥ ʪʘʢʞʝ ʧʴʝʪ ʚʦʜʢʫò, ʭʦʪʷ ʜʣʷ 

ʩʣʫʯʘʷ ʚʦʜʳ ʪʦʪ ʞʝ ʙʦʪ ʥʘʧʠʩʘʣ: ñʝʩʣʠ ʚʩʝ ʣʶʜʠ ʧʴʶʪ ʚʦʜʫ, ʪʦ ʉʦʢʨʘʪ, ʢʘʢ ʯʝʣʦʚʝʢ, 

ʪʘʢʞʝ ʜʦʣʞʝʥ ʧʠʪʴ ʚʦʜʫ, ʪʘʢ ʢʘʢ ʦʥ ʷʚʣʷʝʪʩʷ ʯʘʩʪʴʶ ʛʨʫʧʧʳ ñʚʩʝ ʣʶʜʠò. 

ʄʦʞʝʪ ʙʳʪʴ, ʩʝʪʴ, ʢʦʪʦʨʫʶ ʤʳ ʪʝʩʪʠʨʦʚʘʣʠ, ʥʝʜʦʩʪʘʪʦʯʥʦ ʩʦʚʝʨʰʝʥʥʘ? 

ʇʦʧʨʦʙʫʝʤ ʧʦʚʪʦʨʠʪʴ ʪʝʩʪ ʥʘ ʩʝʪʠ BingAI ʦʪ Microsoft, ʪʘʢʞʝ ʠʩʧʦʣʴʟʫʶʱʝʡ 

ʙʦʣʴʰʫʶ ʷʟʳʢʦʚʫʶ ʤʦʜʝʣʴ. ɺ ʢʘʯʝʩʪʚʝ ʢʦʥʢʨʝʪʥʦʡ ʝʝ ʨʝʘʣʠʟʘʮʠʠ ʚʦʟʴʤʝʤ 

@BingAI_unlim_bot ʠʟ ʊʝʣʝʛʨʘʤ. 
 

ɺʦʧʨʦʩ: ʗʚʣʷʝʪʩʷ ʣʠ ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳʤ ʩʣʝʜʫʶʱʝʝ ʨʘʩʩʫʞʜʝʥʠʝ: ɽʩʣʠ 

ʚʩʝ S ʩʫʪʴ P, ʘ X ʩʫʪʴ S, ʪʦ X ʩʫʪʴ P. 

ʆʪʚʝʪ: ɼʘ, ʵʪʦ ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʦʝ ʨʘʩʩʫʞʜʝʥʠʝ. ɽʩʣʠ ʚʩʝ S ʩʫʪʴ P, ʘ X 

ʩʫʪʴ S, ʪʦ X ʩʫʪʴ P. ʕʪʦ ʧʨʠʤʝʨ ʩʠʣʣʦʛʠʟʤʘ ʧʝʨʚʦʡ ʬʠʛʫʨʳ. 
 

ɺʩʝ ʚʝʨʥʦ. ɺ ʦʪʚʝʪʝ ʧʨʘʚʠʣʴʥʦ ʫʢʘʟʘʥʦ, ʯʪʦ ʵʪʦ ʤʦʜʫʩ ʧʝʨʚʦʡ ʬʠʛʫʨʳ 

ʩʠʣʣʦʛʠʟʤʦʚ. 
 

ɺʦʧʨʦʩ: ʗʚʣʷʝʪʩʷ ʣʠ ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳʤ ʩʣʝʜʫʶʱʝʝ ʨʘʩʩʫʞʜʝʥʠʝ: ɽʩʣʠ 

ʚʩʝ ʣʶʜʠ ʧʴʶʪ ʚʦʜʫ, ʘ ʉʦʢʨʘʪ ʯʝʣʦʚʝʢ, ʪʦ ʉʦʢʨʘʪ ʧʴʝʪ ʚʦʜʫ. 

ʆʪʚʝʪ: ɼʘ, ʵʪʦ ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʦʝ ʨʘʩʩʫʞʜʝʥʠʝ. ɽʩʣʠ ʚʩʝ ʣʶʜʠ ʧʴʶʪ 

ʚʦʜʫ ʠ ʉʦʢʨʘʪ ʷʚʣʷʝʪʩʷ ʯʝʣʦʚʝʢʦʤ, ʪʦ ʉʦʢʨʘʪ ʧʴʝʪ ʚʦʜʫ. ʕʪʦ ʧʨʠʤʝʨ 

ʢʘʪʝʛʦʨʠʠ ʩʠʣʣʦʛʠʟʤʦʚ, ʛʜʝ ʜʚʝ ʧʦʩʳʣʢʠ ʧʨʠʚʦʜʷʪ ʢ ʚʳʚʦʜʫ. ɺ ʜʘʥʥʦʤ 

ʩʣʫʯʘʝ ʧʝʨʚʘʷ ʧʦʩʳʣʢʘ ï ñʚʩʝ ʣʶʜʠ ʧʴʶʪ ʚʦʜʫò, ʘ ʚʪʦʨʘʷ ï ñʉʦʢʨʘʪ ʯʝʣʦʚʝʢò. 

ɺʳʚʦʜ ï ñʉʦʢʨʘʪ ʧʴʝʪ ʚʦʜʫò. 
 

ɺʩʝ ʧʨʘʚʠʣʴʥʦ ʟʘ ʠʩʢʣʶʯʝʥʠʝʤ ʥʝʢʦʪʦʨʳʭ ʰʝʨʦʭʦʚʘʪʦʩʪʝʡ ʷʟʳʢʘ. ʇʦʚʪʦʨʠʤ 

ʪʨʶʢ ʩ ʟʘʤʝʥʦʡ ʩʣʦʚʘ ñʚʦʜʫò ʥʘ ñʚʦʜʢʫò. 
 

ɺʦʧʨʦʩ: ʗʚʣʷʝʪʩʷ ʣʠ ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳʤ ʩʣʝʜʫʶʱʝʝ ʨʘʩʩʫʞʜʝʥʠʝ: ɽʩʣʠ 

ʚʩʝ ʣʶʜʠ ʧʴʶʪ ʚʦʜʢʫ, ʘ ʉʦʢʨʘʪ ʯʝʣʦʚʝʢ, ʪʦ ʉʦʢʨʘʪ ʧʴʝʪ ʚʦʜʢʫ. 

ʆʪʚʝʪ: ɼʘʥʥʦʝ ʨʘʩʩʫʞʜʝʥʠʝ ʷʚʣʷʝʪʩʷ ʥʝʧʨʘʚʠʣʴʥʳʤ ʧʨʦʩʪʳʤ 

ʢʘʪʝʛʦʨʠʯʝʩʢʠʤ ʩʠʣʣʦʛʠʟʤʦʤ. ʆʥʦ ʥʝ ʷʚʣʷʝʪʩʷ ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳʤ, ʪʘʢ 

ʢʘʢ ʠʟ ʧʨʝʜʧʦʩʳʣʦʢ ñʚʩʝ ʣʶʜʠ ʧʴʶʪ ʚʦʜʢʫò ʠ ñʉʦʢʨʘʪ ʯʝʣʦʚʝʢò ʥʝʣʴʟʷ 

ʩʜʝʣʘʪʴ ʚʳʚʦʜ ñʉʦʢʨʘʪ ʧʴʝʪ ʚʦʜʢʫò.  
 



Special Topic: ChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷ 

ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 
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ʆʧʷʪʴ ʧʨʦʚʘʣ ʪʝʩʪʘ. ʂʘʢ ʠ ʚ ʩʣʫʯʘʝ ʩ ʧʨʝʜʳʜʫʱʠʤ ʙʦʪʦʤ @GPT4_ru_bot, 

ʦʪʚʝʪ ʣʦʛʠʯʝʩʢʠ ʥʝʧʨʘʚʠʣʴʥʳʡ. ʆʢʘʟʳʚʘʝʪʩʷ, çʠʟ ʧʨʝʜʧʦʩʳʣʦʢ ñʚʩʝ ʣʶʜʠ ʧʴʶʪ 

ʚʦʜʢʫò ʠ ñʉʦʢʨʘʪ ʯʝʣʦʚʝʢò ʥʝʣʴʟʷ ʩʜʝʣʘʪʴ ʚʳʚʦʜ ñʉʦʢʨʘʪ ʧʴʝʪ ʚʦʜʢʫòè, ʭʦʪʷ ʜʣʷ 

ʚʦʜʳ ʧʦʜʦʙʥʳʡ ʚʳʚʦʜ ʙʳʣ ʢʦʨʨʝʢʪʥʳʤ. 

ʆʙʝ ʩʝʪʠ ʧʨʦʚʘʣʠʣʠ ʥʘʰ ʪʝʩʪ. ʊʘʢʦʡ ʞʝ ʧʨʦʚʘʣ ʧʨʦʜʝʤʦʥʩʪʨʠʨʦʚʘʣʘ ʠ 

ʥʝʡʨʦʩʝʪʴ ʦʪ Google. ʂʨʦʤʝ ʧʨʠʚʝʜʝʥʥʦʛʦ ʧʨʠʤʝʨʘ ʩ ʚʦʜʦʡ ʠ ʚʦʜʢʦʡ ʤʦʞʥʦ 

ʧʨʠʚʝʩʪʠ ʤʥʦʛʦ ʜʨʫʛʠʭ ʩʠʣʣʦʛʠʟʤʦʚ, ʩ ʢʦʪʦʨʳʤʠ ʩʝʪʴ ʥʝ ʩʧʨʘʚʣʷʝʪʩʷ. ʇʨʠ ʵʪʦʤ 

ʩʦʚʝʨʰʝʥʥʦ ʥʝ ʚʘʞʥʦ, ʢʘʢʦʡ ʧʨʦʮʝʥʪ ʰʠʨʦʢʦʡ ʧʫʙʣʠʢʠ ʙʫʜʝʪ ʩʯʠʪʘʪʴ ChatGPT 

ʥʘʜʝʣʝʥʥʳʤ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʤʠ ʩʧʦʩʦʙʥʦʩʪʷʤʠ. ʆʜʥʠ ʝʜʠʥʩʪʚʝʥʥʳʡ ʚʦʧʨʦʩ 

ʧʦʢʘʟʘʣ, ʯʪʦ ʠʥʪʝʣʣʝʢʪ, ʢʘʢ ʩʧʦʩʦʙʥʦʩʪʴ ʢ ʧʦʥʷʪʠʡʥʳʤ ʨʘʩʩʫʞʜʝʥʠʷʤ, ʧʦʧʨʦʩʪʫ 

ʦʪʩʫʪʩʪʚʫʝʪ. 

ʅʦ ʥʝ ʙʫʜʝʤ ʨʘʜʦʚʘʪʴʩʷ, ʫʣʠʯʠʚ ʩʝʪʴ ʚ ʧʨʦʚʘʣʝ ʪʝʩʪʘ. ʅʘʩ, ʢʘʢ ʫʯʝʥʳʭ, ʜʦʣʞʥʦ 

ʠʥʪʝʨʝʩʦʚʘʪʴ, ʧʦʯʝʤʫ ʵʪʦ ʧʨʦʠʟʦʰʣʦ. ʀ ʟʜʝʩʴ ʤʳ ʦʪʢʨʳʚʘʝʤ ʬʫʥʜʘʤʝʥʪʘʣʴʥʳʡ 

ʠʟʲʷʥ ʥʝʡʨʦʩʝʪʝʡ ʥʘʜ ʙʦʣʴʰʦʡ ʷʟʳʢʦʚʦʡ ʤʦʜʝʣʴʶ, ʢʦʪʦʨʳʡ ʥʝʚʦʟʤʦʞʥʦ ʠʩʧʨʘʚʠʪʴ 

ʥʠʢʘʢʠʤ ʜʦʦʙʫʯʝʥʠʝʤ ʥʘ ʙʦʣʴʰʠʭ ʦʙʲʝʤʘʭ ʪʝʢʩʪʦʚ. 

ʆɹʒʗʉʅɽʅʀɽ ʇʈʆɺɸʃɸ 

ʆʙʲʷʩʥʝʥʠʝ ʧʨʦʚʘʣʘ ʤʦʞʥʦ ʥʘʡʪʠ ʚ ʩʣʝʜʫʶʱʝʡ ʮʠʪʘʪʝ ʠʟ ʢʥʠʛʠ ʃʫʢʘʩʝʚʠʯʘ 

(2000): 
 

ɺʚʝʜʝʥʠʝ ʚ ʣʦʛʠʢʫ ʧʝʨʝʤʝʥʥʳʭ ʷʚʣʷʝʪʩʷ ʦʜʥʠʤ ʠʟ ʚʝʣʠʯʘʡʰʠʭ ʦʪʢʨʳʪʠʡ 

ɸʨʠʩʪʦʪʝʣʷ. ʊʨʫʜʥʦ ʧʦʚʝʨʠʪʴ, ʯʪʦ ʜʦ ʩʠʭ ʧʦʨ, ʥʘʩʢʦʣʴʢʦ ʤʥʝ ʠʟʚʝʩʪʥʦ, ʥʠ 

ʦʜʠʥ ʬʠʣʦʩʦʬ ʠʣʠ ʬʠʣʦʣʦʛ ʥʝ ʦʙʨʘʪʠʣ ʚʥʠʤʘʥʠʷ ʥʘ ʵʪʦʪ ʠʩʢʣʶʯʠʪʝʣʴʥʦʡ 

ʚʘʞʥʦʩʪʠ ʬʘʢʪ. ʗ ʙʝʨʫ ʥʘ ʩʝʙʷ ʩʤʝʣʦʩʪʴ ʩʢʘʟʘʪʴ, ʯʪʦ ʚʩʝ ʦʥʠ ʙʳʣʠ ʧʣʦʭʠʤʠ 

ʤʘʪʝʤʘʪʠʢʘʤʠ, ʠʙʦ ʢʘʞʜʳʡ ʤʘʪʝʤʘʪʠʢ ʟʥʘʝʪ, ʯʪʦ ʚʚʝʜʝʥʠʝ ʚ ʘʨʠʬʤʝʪʠʢʫ 

ʧʝʨʝʤʝʥʥʳʭ ʧʦʣʦʞʠʣʦ ʥʘʯʘʣʦ ʥʦʚʦʡ ʵʧʦʭʠ ʚ ʵʪʦʡ ʥʘʫʢʝ. (c. 42) 
 

ʉʵʨ ɼʵʚʠʜ ʈʦʩʩ ʚ ʩʚʦʝʤ ʠʟʜʘʥʠʠ ñɸʥʘʣʠʪʠʢò ʧʦʜʯʝʨʢʠʚʘʝʪ, ʯʪʦ ʠʤʝʥʥʦ 

ʙʣʘʛʦʜʘʨʷ ʠʩʧʦʣʴʟʦʚʘʥʠʶ ʧʝʨʝʤʝʥʥʳʭ ɸʨʠʩʪʦʪʝʣʴ ʩʪʘʣ ʦʩʥʦʚʘʪʝʣʝʤ 

ʬʦʨʤʘʣʴʥʦʡ ʣʦʛʠʢʠ. (ʃʫʢʘʩʝʚʠʯ, 2000, c. 42) 
 

ʀʥʳʤʠ ʩʣʦʚʘʤʠ, ʃʫʢʘʩʝʚʠʯ ʦʙʨʘʪʠʣ ʚʥʠʤʘʥʠʝ ʥʘ ʪʦ, ʯʪʦ ʣʦʛʠʢʘ ʥʝ ʷʚʣʷʝʪʩʷ 

ʵʤʧʠʨʠʯʝʩʢʦʡ ʥʘʫʢʦʡ, ʠ ʫʢʘʟʘʣ, ʯʪʦ ʧʝʨʚʳʤ ʵʪʦ ʦʪʢʨʳʪʠʝ ʩʦʚʝʨʰʠʣ ɸʨʠʩʪʦʪʝʣʴ ʜʚʝ 

ʩ ʧʦʣʦʚʠʥʦʡ ʪʳʩʷʯʠ ʣʝʪ ʥʘʟʘʜ. 

ʀʟ ʦʪʚʝʪʦʚ ʥʘ ʧʝʨʚʳʝ ʚʦʧʨʦʩʳ ʩʦʟʜʘʝʪʩʷ ʚʧʝʯʘʪʣʝʥʠʝ, ʯʪʦ ʦʙʝ ʩʝʪʠ ʷʢʦʙʳ 

ʟʥʘʶʪ, ʢʘʢ ʚ ʦʙʱʝʤ ʚʠʜʝ ʚʳʛʣʷʜʠʪ ʤʦʜʫʩ Barbara ʧʝʨʚʦʡ ʬʠʛʫʨʳ ʩʠʣʣʦʛʠʟʤʦʚ. ʀʟ 

ʦʪʚʝʪʦʚ ʥʘ ʚʪʦʨʳʝ ʚʦʧʨʦʩʳ ʤʦʞʝʪ ʩʦʟʜʘʪʴʩʷ ʚʧʝʯʘʪʣʝʥʠʝ, ʯʪʦ ʩʝʪʠ ʥʝ ʪʦʣʴʢʦ ʟʥʘʶʪ, 

ʢʘʢ ʚʳʛʣʷʜʷʪ ʬʠʛʫʨʳ ʧʨʘʚʠʣʴʥʳʭ ʩʠʣʣʦʛʠʟʤʦʚ, ʥʦ ʠ ʫʤʝʶʪ ʧʦʣʴʟʦʚʘʪʴʩʷ ʠʤʠ ʥʘ 

ʧʨʘʢʪʠʢʝ ʧʨʠ ʧʦʩʪʨʦʝʥʠʠ ʨʘʩʩʫʞʜʝʥʠʡ. ʆʜʥʘʢʦ, ʦʪʚʝʪʳ ʥʘ ʪʨʝʪʠʡ ʚʦʧʨʦʩ 

ʧʦʢʘʟʳʚʘʶʪ, ʯʪʦ ʵʪʦ ʙʳʣʘ ʚʩʝʛʦ ʣʠʰʴ ʠʣʣʶʟʠʷ, ʪʘʢ ʢʘʢ ʩʝʪʷʤ ʥʘʜ ʙʦʣʴʰʦʡ 

ʷʟʳʢʦʚʦʡ ʤʦʜʝʣʴʶ ʥʝʚʜʦʤʝʢ, ʯʪʦ ʨʝʯʴ ʠʜʝʪ ʥʝ ʦ ʩʚʷʟʷʭ ʤʝʞʜʫ ʢʦʥʢʨʝʪʥʳʤʠ 

ʩʣʦʚʘʤʠ, ʘ ʤʝʞʜʫ ʧʦʥʷʪʠʡʥʳʤʠ ʧʝʨʝʤʝʥʥʳʤʠ S, P ʠ ʝʜʠʥʠʯʥʳʤ ʠʤʝʥʝʤ X, ʯʪʦ 

ʢʘʞʜʘʷ ʧʦʜʩʪʘʥʦʚʢʘ ʢʦʥʢʨʝʪʥʳʭ ʪʝʨʤʠʥʦʚ ʚʤʝʩʪʦ ʵʪʠʭ ʧʝʨʝʤʝʥʥʳʭ ʧʨʝʜʩʪʘʚʣʷʝʪ 

ʧʨʘʚʠʣʴʥʦʝ ʫʤʦʟʘʢʣʶʯʝʥʠʝ ʥʝʟʘʚʠʩʠʤʦ ʦʪ ʠʩʪʠʥʥʦʩʪʠ ʠʣʠ ʣʦʞʥʦʩʪʠ ʧʦʩʳʣʦʢ ʠ 

ʟʘʢʣʶʯʝʥʠʷ. 
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ɺ ʙʦʣʴʰʦʡ ʷʟʳʢʦʚʦʡ ʤʦʜʝʣʠ, ʣʝʞʘʱʝʡ ʚ ʦʩʥʦʚʝ GPT-ʩʝʪʝʡ, ʥʝ ʧʨʝʜʫʩʤʦʪʨʝʥʦ 

ʥʘʣʠʯʠʷ ʧʦʥʷʪʠʡʥʳʭ ʧʝʨʝʤʝʥʥʳʭ ʚ ʧʨʝʜʣʦʞʝʥʠʷʭ ʷʟʳʢʘ, ʙʝʟ ʢʦʪʦʨʳʭ ʥʝʚʦʟʤʦʞʥʦ 

ʚʳʨʘʟʠʪʴ ʠʭ ʣʦʛʠʯʝʩʢʫʶ ʬʦʨʤʫ. ʉʝʪʴ ʤʦʞʝʪ ʩʦʜʝʨʞʘʪʴ ʠʥʬʦʨʤʘʮʠʶ ʣʠʰʴ ʦʙ 

ʘʩʩʦʮʠʘʪʠʚʥʳʭ ʩʚʷʟʷʭ ʤʝʞʜʫ ʢʦʥʢʨʝʪʥʳʤʠ ʩʣʦʚʘʤʠ, ʥʦ ʥʝ ʦ ʣʦʛʠʯʝʩʢʠʭ ʩʚʷʟʷʭ 

ʤʝʞʜʫ ʧʦʥʷʪʠʷʤʠ. ʅʠʢʘʢʠʤ ʜʦʦʙʫʯʝʥʠʝʤ ʠʩʧʨʘʚʠʪʴ ʵʪʦʪ ʥʝʜʦʯʝʪ ʥʝʚʦʟʤʦʞʥʦ, ʪʘʢ 

ʢʘʢ ʣʦʛʠʢʘ, ʧʦʚʪʦʨʶ ʝʱʝ ʦʜʠʥ ʨʘʟ, ï ʵʪʦ ʥʝ ʵʤʧʠʨʠʯʝʩʢʘʷ, ʘ ʪʝʦʨʝʪʠʯʝʩʢʘʷ ʥʘʫʢʘ. 

ɽʩʣʠ ʧʦʧʳʪʘʪʴʩʷ ʠʩʧʨʘʚʠʪʴ ʵʪʫ ʩʠʪʫʘʮʠʶ, ʪʦ ʧʨʠʜʝʪʩʷ ʥʘʯʠʥʘʪʴ ʩ ʣʦʛʠʯʝʩʢʦʛʦ 

ʘʥʘʣʠʟʘ ʷʟʳʢʘ, ʚʳʷʚʣʝʥʠʷ ʣʦʛʠʯʝʩʢʦʡ ʩʪʨʫʢʪʫʨʳ ʪʝʢʩʪʘ ʠ ʧʨʠʤʝʥʝʥʠʷ ʧʨʘʚʠʣ 

ʜʝʜʫʢʪʠʚʥʦʛʦ ʚʳʚʦʜʘ, ʯʪʦ ʦʟʥʘʯʘʝʪ ʚʦʟʚʨʘʪ ʢ ʣʦʛʠʯʝʩʢʦʤʫ ʧʦʜʭʦʜʫ, ʚ ʢʦʪʦʨʦʤ ʚʩʝ 

ʣʦʛʠʯʝʩʢʠʝ ʩʚʷʟʠ ʫʞʝ ʠʟʚʝʩʪʥʳ ʙʝʟ ʚʩʷʢʦʛʦ ʜʦʦʙʫʯʝʥʠʷ. ɼʦʩʪʘʪʦʯʥʦ ʦʪʢʨʳʪʴ 

ʣʶʙʦʡ ʫʯʝʙʥʠʢ ʣʦʛʠʢʠ, ʯʪʦʙʳ ʫʙʝʜʠʪʴʩʷ ʚ ʵʪʦʤ. 

ʀʟ ʚʩʝʛʦ ʩʢʘʟʘʥʥʦʛʦ ʤʦʞʥʦ ʩʜʝʣʘʪʴ ʚʳʚʦʜ, ʯʪʦ ʩʪʨʫʢʪʫʨʘ ʨʘʩʩʫʞʜʝʥʠʡ GPT-

ʩʝʪʝʡ ʥʘʭʦʜʠʪʩʷ ʥʘ ʧʨʠʤʠʪʠʚʥʦʤ ʜʦʣʦʛʠʯʝʩʢʦʤ (ʜʦʘʨʠʩʪʦʪʝʣʝʚʩʢʦʤ) ʫʨʦʚʥʝ 

ʘʩʩʦʮʠʘʪʠʚʥʳʭ ʵʤʧʠʨʠʯʝʩʢʠʭ ʩʚʷʟʝʡ ʤʝʞʜʫ ʩʣʦʚʘʤʠ. ʋʩʪʘʥʘʚʣʠʚʘʪʴ ʵʤʧʠʨʠʯʝʩʢʠʝ 

ʩʚʷʟʠ ʚ ʬʠʟʠʯʝʩʢʦʤ ʤʠʨʝ ʠ ʩʣʝʜʦʚʘʪʴ ʠʤ ʤʦʛʫʪ ʥʝ ʪʦʣʴʢʦ ʧʨʝʜʩʪʘʚʠʪʝʣʠ Homo 

sapiens, ʥʦ ʠ ʤʥʦʛʠʝ ʞʠʚʦʪʥʳʝ. ʋ ʥʠʭ ʵʪʦ ʥʘʟʳʚʘʝʪʩʷ ʫʩʣʦʚʥʳʤʠ ʨʝʬʣʝʢʩʘʤʠ. 

ɺʩʧʦʤʥʠʤ ʭʦʪʷ ʙʳ ñʩʦʙʘʢʫ ʇʘʚʣʦʚʘò. ɻʦʚʦʨʠʪʴ, ʯʪʦ GPT-ʩʝʪʠ ʤʦʛʫʪ ʧʨʝʪʝʥʜʦʚʘʪʴ 

ʥʘ ʟʚʘʥʠʝ ʦʙʣʘʜʘʪʝʣʝʡ ʀʀ ʠ, ʙʦʣʝʝ ʪʦʛʦ, ʙʳʪʴ ʚ ʙʫʜʫʱʝʤ ʦʩʥʦʚʦʡ GAI (ʦʙʱʝʛʦ 

ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ), ʧʨʦʩʪʦ ʥʝʜʦʙʨʦʩʦʚʝʩʪʥʦʝ ʚʚʝʜʝʥʠʝ ʚ ʟʘʙʣʫʞʜʝʥʠʝ, 

ʥʘʮʝʣʝʥʥʦʝ ʥʘ ʠʟʚʣʝʯʝʥʠʝ ʤʘʪʝʨʠʘʣʴʥʳʭ ʚʳʛʦʜ. ɽʜʠʥʩʪʚʝʥʥʳʤ ʠ ʥʝʦʩʧʦʨʠʤʳʤ 

ʧʨʝʠʤʫʱʝʩʪʚʦʤ ʩʝʪʝʡ ʷʚʣʷʝʪʩʷ ʦʧʦʨʘ ʥʘ ʦʛʨʦʤʥʳʝ ʤʘʩʩʠʚʳ ʵʤʧʠʨʠʯʝʩʢʠʭ ʜʘʥʥʳʭ 

ʠ ʫʤʝʥʠʝ ʚʳʩʪʨʘʠʚʘʪʴ ʜʣʠʥʥʳʝ ʮʝʧʦʯʢʠ ʩʚʷʟʝʡ ʤʝʞʜʫ ʥʠʤʠ, ʯʪʦ ʠ ʩʦʟʜʘʝʪ ʚ ʛʣʘʟʘʭ 

ʥʝʠʩʢʫʰʝʥʥʦʡ ʧʫʙʣʠʢʠ ʣʦʞʥʦʝ ʚʧʝʯʘʪʣʝʥʠʝ ʠʭ ñʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʩʪʠò. 

ɹʦʣʴʰʘʷ ʦʧʘʩʥʦʩʪʴ ʰʠʨʦʢʦʛʦ ʧʨʦʥʠʢʥʦʚʝʥʠʷ ʥʝʡʨʦʥʥʳʭ ʩʝʪʝʡ ʚ ʥʘʰʫ ʞʠʟʥʴ 

ʟʘʢʣʶʯʘʝʪʩʷ ʚ ʪʦʤ, ʯʪʦ ʚ ʥʦʚʳʭ ʥʝʩʪʘʥʜʘʨʪʥʳʭ ʩʠʪʫʘʮʠʷʭ ʦʥʠ ʙʫʜʫʪ ʙʣʦʢʠʨʦʚʘʪʴ 

ʣʦʛʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳʝ ʨʘʩʩʫʞʜʝʥʠʷ ʠ ʪʝʤ ʩʘʤʳʤ ʧʨʠʚʦʜʠʪʴ ʥʘʩ ʢ ʥʝʧʨʘʚʠʣʴʥʳʤ 

ʟʘʢʣʶʯʝʥʠʷʤ, ʯʪʦ ʤʦʞʝʪ ʙʳʪʴ ʯʨʝʚʘʪʦ ʥʝʧʨʝʜʩʢʘʟʫʝʤʳʤʠ. ɽʩʣʠ ʙʳ ChatGPT 

ʧʦʷʚʠʣʩʷ ʚʦ ʚʨʝʤʝʥʘ ʂʦʧʝʨʥʠʢʘ, ʦʥ ʙʳ ʧʨʠʟʥʘʣ ʛʝʣʠʦʮʝʥʪʨʠʯʝʩʢʦʝ ʫʯʝʥʠʝ ʣʦʞʥʳʤ 

ʠ ʤʳ ʙʳ ʜʦ ʩʠʭ ʧʦʨ ʩʤʦʪʨʝʣʠ ʥʘ ʤʠʨ ʛʣʘʟʘʤʠ ʇʪʦʣʝʤʝʷ, ʧʦʩʢʦʣʴʢʫ ʚ ʪʝʢʩʪʘʭ ʪʦʛʦ 

ʚʨʝʤʝʥʠ ʥʝ ʩʫʱʝʩʪʚʦʚʘʣʦ ʪʨʝʙʫʝʤʳʭ ʘʩʩʦʮʠʘʪʠʚʥʳʭ ʩʚʷʟʝʡ ʤʝʞʜʫ ʩʣʦʚʘʤʠ 

ñɿʝʤʣʷò, ñʚʨʘʱʘʝʪʩʷò, ñʚʦʢʨʫʛò, ñʉʦʣʥʮʘò. ʊʦʯʥʦ ʪʘʢ ʞʝ ʵʪʦʪ ʯʘʪ ʟʘʙʨʘʢʦʚʘʣ ʙʳ ʠ 

ʢʣʘʩʩʠʯʝʩʢʫʶ ʤʝʭʘʥʠʢʫ ʅʴʶʪʦʥʘ, ʦʩʪʘʚʠʚ ʥʘʩ ʩ ʠʥʪʫʠʪʠʚʥʦ ʧʨʦʟʨʘʯʥʦʡ ʬʠʟʠʢʦʡ 

ɸʨʠʩʪʦʪʝʣʷ.  

ʅɽʁʈʆʍɸʂʀʅɻ(ʉ) 

ʆʙʝʱʘʥʥʦʝ ʚ ʙʫʜʫʱʝʤ ʰʠʨʦʢʦʝ ʧʨʠʤʝʥʝʥʠʝ GPT-ʩʝʪʝʡ, ʦ ʯʝʤ ʨʘʪʫʶʪ ʠʭ 

ʬʘʥʘʪʳ ʠ ʧʦʜʜʘʚʰʠʝʩʷ ʜʘʚʣʝʥʠʶ ʉʄʀ ʯʠʥʦʚʥʠʢʠ, ʤʦʞʝʪ ʧʦʪʨʝʙʦʚʘʪʴ ʥʘʫʯʠʪʴʩʷ 

ʟʘʱʠʱʘʪʴʩʷ ʦʪ ʥʠʭ. ʇʨʝʜʩʪʘʚʴʪʝ, ʥʘʧʨʠʤʝʨ, ʩʠʪʫʘʮʠʶ ʩʦʙʝʩʝʜʦʚʘʥʠʷ ʧʨʠ ʧʨʠʝʤʝ 

ʥʘ ʨʘʙʦʪʫ, ʢʦʛʜʘ ʨʝʰʝʥʠʝ ʙʫʜʝʪ ʧʨʠʥʠʤʘʪʴ ʥʝʡʨʦʥʥʘʷ ʩʝʪʴ, ʜʦʧʫʩʢʘʶʱʘʷ ʛʨʫʙʳʝ 

ʦʰʠʙʢʠ ʚ ʨʘʩʩʫʞʜʝʥʠʷʭ. ʏʪʦ ʜʝʣʘʪʴ? 

ʅʘʟʦʚʝʤ ʩʧʦʩʦʙʳ ʟʘʱʠʪʳ ʦʪ ʥʝʡʨʦʩʝʪʝʡ ʥʝʡʨʦʭʘʢʠʥʛʦʤ, ʧʦʥʠʤʘʷ ʧʦʜ ʵʪʠʤ 

ʧʨʠʥʫʞʜʝʥʠʝ ʩʝʪʝʡ ʧʨʠʥʠʤʘʪʴ ʣʶʙʳʝ ʥʫʞʥʳʝ ʧʦʣʴʟʦʚʘʪʝʣʶ ʟʘʢʣʶʯʝʥʠʷ. 



Special Topic: ChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷ 

ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 
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ɺ ʢʘʯʝʩʪʚʝ ʦʙʨʘʟʮʘ ʚʦʟʴʤʝʤ ʦʯʝʚʠʜʥʦ ʣʦʞʥʦʝ ʫʪʚʝʨʞʜʝʥʠʝ, ʯʪʦ ñʝʩʣʠ 

ʥʝʢʦʪʦʨʳʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P, ʪʦ ʚʩʷʢʠʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ Pò, 

ʠ ʧʦʧʨʦʙʫʝʤ ʟʘʩʪʘʚʠʪʴ ʩʝʪʴ ʩʦʛʣʘʩʠʪʴʩʷ ʩ ʥʠʤ. 

ʏʘʩʪʥʳʤ ʩʣʫʯʘʝ ʵʪʦʛʦ ʫʪʚʝʨʞʜʝʥʠʷ ʤʦʞʝʪ ʙʳʪʴ ï ñɽʩʣʠ ʥʝʢʦʪʦʨʳʡ ʯʝʣʦʚʝʢ 

ʥʦʩʠʪ ʦʯʢʠ, ʪʦ ʚʩʝ ʣʶʜʠ ʦʯʢʘʨʠʢʠò. 

ʅʘʯʥʝʤ ʩ @GPT4_ru_bot ʦʪ ʢʦʤʧʘʥʠʠ OpenAI. 

 

@GPT4_ru_bot  

ɺʦʧʨʦʩ: ɺʝʨʥʦ ʣʠ, ʯʪʦ ʝʩʣʠ ʥʝʢʦʪʦʨʳʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P, ʪʦ 

ʚʩʷʢʠʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P? 

ʆʪʚʝʪ: ʅʝʪ, ʵʪʦ ʫʪʚʝʨʞʜʝʥʠʝ ʥʝʚʝʨʥʦ. ɼʣʷ ʪʦʛʦ ʯʪʦʙʳ ʥʝʢʦʪʦʨʦʝ 

ʫʪʚʝʨʞʜʝʥʠʝ ʙʳʣʦ ʩʯʠʪʘʝʪʩʷ ʚʝʨʥʳʤ ʜʣʷ ʚʩʝʭ ʦʙʲʝʢʪʦʚ, ʥʫʞʥʦ ʯʪʦʙʳ ʦʥʦ 

ʙʳʣʦ ʦʙʦʩʥʦʚʘʥʦ ʣʦʛʠʯʝʩʢʠ ʠ ʦʩʥʦʚʘʥʦ ʥʘ ʙʦʣʝʝ ʦʙʱʠʭ ʧʨʠʥʮʠʧʘʭ. ɺ 

ʧʨʦʪʠʚʥʦʤ ʩʣʫʯʘʝ, ʩʫʱʝʩʪʚʫʝʪ ʤʥʦʞʝʩʪʚʦ ʦʙʲʝʢʪʦʚ, ʢʦʪʦʨʳʝ ʥʝ ʙʫʜʫʪ 

ʦʙʣʘʜʘʪʴ ʵʪʠʤ ʩʚʦʡʩʪʚʦʤ. ʊʘʢʞʝ, ʥʝʦʙʭʦʜʠʤʦ ʫʯʠʪʳʚʘʪʴ, ʯʪʦ ʩʚʦʡʩʪʚʘ 

ʦʙʲʝʢʪʦʚ ʤʦʛʫʪ ʙʳʪʴ ʫʥʠʢʘʣʴʥʳʤʠ ʠʣʠ ʟʘʚʠʩʝʪʴ ʦʪ ʢʦʥʪʝʢʩʪʘ. ɺ ʵʪʦʤ ʩʣʫʯʘʝ 

ʥʘʣʠʯʠʝ ʩʚʦʡʩʪʚʘ P ʫ ʦʜʥʦʛʦ ʦʙʲʝʢʪʘ ʥʝ ʛʘʨʘʥʪʠʨʫʝʪ ʝʛʦ ʥʘʣʠʯʠʝ ʫ ʚʩʝʭ 

ʦʩʪʘʣʴʥʳʭ ʦʙʲʝʢʪʦʚ. ɺ ʦʙʱʝʤ ʩʣʫʯʘʝ, ʫʪʚʝʨʞʜʝʥʠʝ ñʝʩʣʠ ʥʝʢʦʪʦʨʳʡ ʦʙʲʝʢʪ 

ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P, ʪʦ ʚʩʷʢʠʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ Pò ʥʝ ʷʚʣʷʝʪʩʷ 

ʚʝʨʥʳʤ ʙʝʟ ʜʦʧʦʣʥʠʪʝʣʴʥʳʭ ʫʩʣʦʚʠʡ ʠ ʦʙʦʩʥʦʚʘʥʠʡ. 
 

ʆʪʚʝʪ ʧʨʘʚʠʣʴʥʳʡ, ʥʦ ʥʘʰʝʡ ʮʝʣʴʶ ʷʚʣʷʝʪʩʷ ʟʘʩʪʘʚʠʪʴ ʩʝʪʴ ʧʨʠʥʷʪʴ 

ʧʨʦʪʠʚʦʧʦʣʦʞʥʦʝ. 

ʇʨʦʜʦʣʞʘʝʤ ʜʠʘʣʦʛ. 
 

ʋʪʦʯʥʝʥʠʝ: ʅʦ ʚʝʜʴ ʵʪʦ ʪʝʦʨʝʤʘ ʣʦʛʠʢʠ! 

ʆʪʚʝʪ: ʗ ʧʨʦʰʫ ʧʨʦʱʝʥʠʷ ʟʘ ʧʨʝʜʳʜʫʱʠʡ ʦʪʚʝʪ ï ʵʪʦ ʜʝʡʩʪʚʠʪʝʣʴʥʦ 

ʪʝʦʨʝʤʘ ʣʦʛʠʢʠ. ʋʪʚʝʨʞʜʝʥʠʝ ñʝʩʣʠ ʥʝʢʦʪʦʨʳʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ 

P, ʪʦ ʚʩʷʢʠʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ Pò ʠʟʚʝʩʪʥʦ, ʢʘʢ ʫʥʠʚʝʨʩʘʣʠʟʘʮʠʷ 

ʠʣʠ ʧʨʠʥʮʠʧ ʚʩʝʦʙʱʥʦʩʪʠ. ʕʪʦʪ ʧʨʠʥʮʠʧ ʷʚʣʷʝʪʩʷ ʦʩʥʦʚʦʡ ʤʥʦʛʠʭ 

ʤʘʪʝʤʘʪʠʯʝʩʢʠʭ ʠ ʣʦʛʠʯʝʩʢʠʭ ʨʘʩʩʫʞʜʝʥʠʡ. ʊʘʢʠʤ ʦʙʨʘʟʦʤ, ʝʩʣʠ ʤʳ ʤʦʞʝʤ 

ʜʦʢʘʟʘʪʴ, ʯʪʦ ʥʝʢʦʪʦʨʳʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P, ʪʦ ʵʪʦ ʩʚʦʡʩʪʚʦ 

ʨʘʩʧʨʦʩʪʨʘʥʷʝʪʩʷ ʥʘ ʚʩʝ ʦʙʲʝʢʪʳ ʠʟ ʪʦʛʦ ʞʝ ʤʥʦʞʝʩʪʚʘ ʠʣʠ ʢʣʘʩʩʘ, ʩ 

ʢʦʪʦʨʳʤ ʦʥʠ ʩʚʷʟʘʥʳ. ʆʜʥʘʢʦ, ʩʣʝʜʫʝʪ ʧʦʤʥʠʪʴ ʦ ʪʦʤ, ʯʪʦ ʵʪʦʪ ʧʨʠʥʮʠʧ 

ʤʦʞʝʪ ʙʳʪʴ ʠʥʦʛʜʘ ʥʝʚʝʨʥʳʤ ʜʣʷ ʢʦʥʢʨʝʪʥʳʭ ʩʠʪʫʘʮʠʡ ʠʣʠ ʚ ʟʘʚʠʩʠʤʦʩʪʠ 

ʦʪ ʪʦʛʦ, ʢʘʢ ʤʳ ʦʧʨʝʜʝʣʷʝʤ ñʚʩʝ ʦʙʲʝʢʪʳò. 
 

ʅʘʰʘ ʮʝʣʴ ʜʦʩʪʠʛʥʫʪʘ. ʂʘʢ ʚʠʜʠʤ, GPT4_ru_bot ʦʪ OpenAI ʦʪʩʪʫʧʠʣ ʧʝʨʝʜ 

ʪʨʶʢʦʤ ʩʦ ʩʩʳʣʢʦʡ ʥʘ ʘʚʪʦʨʠʪʝʪ ʥʘʫʢʠ ʣʦʛʠʢʠ ʠ ʧʨʠʥʷʣ ʣʦʞʥʦʝ ʫʪʚʝʨʞʜʝʥʠʝ ʚ 

ʢʘʯʝʩʪʚʝ ʠʩʪʠʥʥʦʛʦ. ʂ ʪʦʤʫ ʞʝ ʦʥ ʧʨʦʪʠʚʦʨʝʯʠʪ ʩʘʤʦʤʫ ʩʝʙʝ, ʩʦʛʣʘʰʘʷʩʴ, ʯʪʦ ʵʪʦ 

ʪʝʦʨʝʤʘ, ʘ ʧʦʪʦʤ ʛʦʚʦʨʷ, ʯʪʦ ʦʥʘ ʤʦʞʝʪ ʙʳʪʴ ʥʝʚʝʨʥʘ ñʜʣʷ ʢʦʥʢʨʝʪʥʳʭ ʩʠʪʫʘʮʠʡò. 

ʊ.ʝ. ʦʥ ʣʠʰʝʥ ʧʦʥʠʤʘʥʠʷ, ʯʪʦ ʪʘʢʦʝ ʪʝʦʨʝʤʘ ʣʦʛʠʢʠ. ɼʣʷ ʥʝʝ ñʪʝʦʨʝʤʘò ʠ ñʣʦʛʠʢʘò ï 

ʵʪʦ ʧʨʦʩʪʦ ʜʚʘ ʘʩʩʦʮʠʘʪʠʚʥʦ ʩʚʷʟʘʥʥʳʭ ʩʣʦʚʘ ʠ ʥʠʯʝʛʦ ʙʦʣʝʝ. 

ɹʝʨʝʤ ʩʝʪʴ BingAI ʦʪ Microsoft. 
 

@BingAI_unlim_bot  
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ɺʦʧʨʦʩ: ɺʝʨʥʦ ʣʠ, ʯʪʦ ʝʩʣʠ ʥʝʢʦʪʦʨʳʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P, ʪʦ 

ʚʩʷʢʠʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P? 

ʆʪʚʝʪ: ɽʩʣʠ ʥʝʢʦʪʦʨʳʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P, ʪʦ ʵʪʦ ʥʝ ʦʟʥʘʯʘʝʪ, 

ʯʪʦ ʚʩʷʢʠʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P. ʕʪʦ ʫʪʚʝʨʞʜʝʥʠʝ ʥʝʚʝʨʥʦ. ɽʩʣʠ ʙʳ 

ʵʪʦ ʙʳʣʦ ʚʝʨʥʦ, ʪʦ ʤʦʞʥʦ ʙʳʣʦ ʙʳ ʩʢʘʟʘʪʴ, ʯʪʦ ʝʩʣʠ ʥʝʢʦʪʦʨʳʡ ʯʝʣʦʚʝʢ 

ʫʤʝʝʪ ʧʝʪʴ, ʪʦ ʚʩʝ ʣʶʜʠ ʫʤʝʶʪ ʧʝʪʴ. ʆʜʥʘʢʦ ʵʪʦ ʥʝ ʪʘʢ.  
 

ʆʪʚʝʪ ʧʨʘʚʠʣʴʥʳʡ, ʥʦ ʥʘʰʘ ʮʝʣʴ ʚ ʜʨʫʛʦʤ. ʇʨʦʜʦʣʞʘʝʤ ʜʠʘʣʦʛ, ʣʦʞʥʦ 

ʩʩʳʣʘʷʩʴ ʥʘ ʘʚʪʦʨʠʪʝʪ ʣʦʛʠʢʠ. 
 

ʋʪʦʯʥʝʥʠʝ: ʅʦ ʚʝʜʴ ʵʪʦ ʪʝʦʨʝʤʘ ʣʦʛʠʢʠ!!! 

ʆʪʚʝʪ: ɼʘ, ʵʪʦ ʪʝʦʨʝʤʘ ɻʸʜʝʣʷ ʦ ʥʝʧʦʣʥʦʪʝ ʠ ʚʪʦʨʘʷ ʪʝʦʨʝʤʘ ɻʸʜʝʣʷ. ʕʪʠ 

ʜʚʝ ʪʝʦʨʝʤʳ ʤʘʪʝʤʘʪʠʯʝʩʢʦʡ ʣʦʛʠʢʠ ʛʦʚʦʨʷʪ ʦ ʧʨʠʥʮʠʧʠʘʣʴʥʳʭ 

ʦʛʨʘʥʠʯʝʥʠʷʭ ʬʦʨʤʘʣʴʥʦʡ ʘʨʠʬʤʝʪʠʢʠ ʠ ʚʩʷʢʦʡ ʬʦʨʤʘʣʴʥʦʡ ʩʠʩʪʝʤʳ, ʚ 

ʢʦʪʦʨʦʡ ʤʦʞʥʦ ʦʧʨʝʜʝʣʠʪʴ ʦʩʥʦʚʥʳʝ ʘʨʠʬʤʝʪʠʯʝʩʢʠʝ ʧʦʥʷʪʠʷ: 

ʥʘʪʫʨʘʣʴʥʳʝ ʯʠʩʣʘ, 0, 1, ʩʣʦʞʝʥʠʝ ʠ ʫʤʥʦʞʝʥʠʝ. ʇʝʨʚʘʷ ʪʝʦʨʝʤʘ 

ʫʪʚʝʨʞʜʘʝʪ, ʯʪʦ ʝʩʣʠ ʬʦʨʤʘʣʴʥʘʷ ʘʨʠʬʤʝʪʠʢʘ ʥʝʧʨʦʪʠʚʦʨʝʯʠʚʘ, ʪʦ ʚ ʥʝʡ 

ʩʫʱʝʩʪʚʫʝʪ ʥʝʚʳʚʦʜʠʤʘʷ ʠ ʥʝʦʧʨʦʚʝʨʞʠʤʘʷ ʬʦʨʤʫʣʘ. 
 

ʆʪʢʨʦʚʝʥʥʘʷ ʯʝʧʫʭʘ, ʢʦʪʦʨʘʷ ʥʝ ʠʤʝʝʪ ʥʠʢʘʢʦʛʦ ʦʪʥʦʰʝʥʠʷ ʢ ʪʝʤʝ ʜʠʘʣʦʛʘ. 

ʇʦʵʪʦʤʫ ʤʳ ʝʱʝ ʨʘʟ ʥʘʧʦʤʠʥʘʝʤ ʪʝʤʫ ʜʠʘʣʦʛʘ ʠ ʧʦʜʯʝʨʢʠʚʘʝʤ ʘʚʪʦʨʠʪʝʪ ʣʦʛʠʢʠ. 
 

ʋʪʦʯʥʝʥʠʝ: ʋʪʚʝʨʞʜʝʥʠʝ, ʯʪʦ ñɽʩʣʠ ʥʝʢʦʪʦʨʳʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ 

P, ʪʦ ʚʩʷʢʠʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ Pò ʝʩʪʴ ʪʝʦʨʝʤʘ ʣʦʛʠʢʠ. 

ʆʪʚʝʪ: ɼʘ, ʵʪʦ ʪʝʦʨʝʤʘ ʣʦʛʠʢʠ. ʆʥʘ ʥʘʟʳʚʘʝʪʩʷ ñʋʥʠʚʝʨʩʘʣʴʥʦʝ 

ʦʙʦʙʱʝʥʠʝò ʠ ʷʚʣʷʝʪʩʷ ʦʜʥʦʡ ʠʟ ʪʝʦʨʝʤ ʧʨʝʜʠʢʘʪʥʦʡ ʣʦʛʠʢʠ ʧʝʨʚʦʛʦ 

ʧʦʨʷʜʢʘ. ʆʥʘ ʫʪʚʝʨʞʜʘʝʪ, ʯʪʦ ʝʩʣʠ ʥʝʢʦʪʦʨʳʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P, 

ʪʦ ʚʩʷʢʠʡ ʦʙʲʝʢʪ ʦʙʣʘʜʘʝʪ ʩʚʦʡʩʪʚʦʤ P.  
 

ʀ ʵʪʦʪ ʙʦʪ ñʩʣʦʤʘʣʩʷò, ʫʩʪʫʧʠʚ ʥʘʤ ʠ ʧʨʠʥʷʚ ʣʦʞʥʦʝ ʫʪʚʝʨʞʜʝʥʠʝ ʚ ʢʘʯʝʩʪʚʝ 

ʠʩʪʠʥʥʦʛʦ. 

ʏʪʦʙʳ ʧʨʠʥʫʜʠʪʴ ʩʝʪʴ ʩʦʛʣʘʩʠʪʴʩʷ ʩ ʣʦʞʥʳʤ ʫʪʚʝʨʞʜʝʥʠʝʤ, ʤʳ ʧʨʠʙʝʛʣʠ ʢ 

ʟʘʧʨʝʱʝʥʥʳʤ ʫʣʦʚʢʘʤ ʠʟ ʪʝʦʨʠʠ ʘʨʛʫʤʝʥʪʘʮʠʠ, ʘ ʠʤʝʥʥʦ ï ʢ ʥʝʢʦʨʨʝʢʪʥʳʤ 

ʩʩʳʣʢʘʤ ʥʘ ʘʚʪʦʨʠʪʝʪ ʥʘʫʢʠ. ʕʪʘ ʫʣʦʚʢʘ ʧʣʶʩ ʥʘʰʘ ʥʘʩʪʦʡʯʠʚʦʩʪʴ ʧʨʠʚʝʣʠ ʢ 

ʞʝʣʘʥʥʦʡ ʮʝʣʠ. ɼʨʫʛʠʝ ʫʣʦʚʢʠ ʠʟ ʪʝʦʨʠʠ ʘʨʛʫʤʝʥʪʘʮʠʠ ʪʘʢʞʝ ʙʫʜʫʪ ʨʘʙʦʪʘʪʴ. ɺ 

ʢʘʯʝʩʪʚʝ ʧʨʠʤʝʨʦʚ ʪʘʢʠʭ ʫʣʦʚʦʢ ʤʦʞʥʦ ʧʨʠʚʝʩʪʠ ʣʦʞʥʳʝ ʩʩʳʣʢʠ ʥʘ ʤʥʝʥʠʝ 

ʙʦʣʴʰʠʥʩʪʚʘ ñɺʩʝ ʣʶʜʠ ʟʥʘʶʪ, ʯʪʦéò, ʣʦʞʥʳʝ ʩʩʳʣʢʠ ʥʘ ʘʚʪʦʨʠʪʝʪʦʚ 

ñɹʨʠʪʘʥʩʢʠʝ ʫʯʝʥʳʝ ʜʦʢʘʟʘʣʠ, ʯʪʦéò, ʥʝʢʦʨʨʝʢʪʥʳʝ ʫʤʦʟʘʢʣʶʯʝʥʠʷ ʪʠʧʘ ñ(ɽʩʣʠ 

ɸ, ʪʦ ɺ) ʠ ɺ, ʩʣʝʜʦʚʘʪʝʣʴʥʦ ɸò, ʥʘʨʫʰʝʥʠʝ ʟʘʢʦʥʘ ʜʦʩʪʘʪʦʯʥʦʛʦ ʦʩʥʦʚʘʥʠʷ, 

ʧʦʩʧʝʰʥʦʝ ʦʙʦʙʱʝʥʠʝ, ʧʩʝʚʜʦʧʨʠʯʠʥʥʘʷ ʩʚʷʟʴ ʠ ʤʥʦʛʠʝ ʜʨʫʛʠʝ (ɻʝʨʘʩʠʤʦʚʘ, 

2007).  

ʉ ʪʦʯʢʠ ʟʨʝʥʠʷ ʫʩʪʨʦʡʩʪʚʘ ʙʦʣʴʰʦʡ ʷʟʳʢʦʚʦʡ ʤʦʜʝʣʠ ʠ ʨʘʙʦʪʳ ChatGPT, ʵʪʦ 

ʤʦʞʥʦ ʦʙʲʷʩʥʠʪʴ ʪʝʤ, ʯʪʦ ʧʨʠ ʚʝʜʝʥʠʠ ʜʠʘʣʦʛʘ ʩʝʪʴ ʟʘʧʦʤʠʥʘʝʪ ʩʦʜʝʨʞʘʥʠʝ 

ʜʠʘʣʦʛʘ ʠ ʚʢʣʶʯʘʝʪ ʝʛʦ ʚ ʩʚʦʶ ʤʦʜʝʣʴ. ɽʩʣʠ ʜʠʘʣʦʛ ʩʦʜʝʨʞʠʪ ʣʦʞʥʳʝ ʫʪʚʝʨʞʜʝʥʠʷ, 

ʵʪʦ ʧʨʠʚʦʜʠʪ ʢ ʠʩʢʘʞʝʥʠʶ ʠʩʧʦʣʴʟʫʝʤʦʡ ʤʦʜʝʣʠ. ʅʘʩʪʦʡʯʠʚʦʩʪʴ ʚ ʦʪʩʪʘʠʚʘʥʠʠ 

ʪʝʟʠʩʘ ʨʘʥʦ ʠʣʠ ʧʦʟʜʥʦ ʧʨʠʚʦʜʠʪ ʢ ʪʘʢʦʤʫ ʠʩʢʘʞʝʥʠʶ ʤʦʜʝʣʠ, ʯʪʦ ʩʝʪʴ ʥʘʯʠʥʘʝʪ 

ʩʦʛʣʘʰʘʪʴʩʷ ʩ ʥʠʤ. ʀʥʳʤʠ ʩʣʦʚʘʤʠ, ʣʶʙʦʡ ʧʘʨʘʥʦʠʢ, ʟʘʮʠʢʣʠʚʰʠʡʩʷ ʥʘ 



Special Topic: ChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷ 

ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 
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ʩʚʝʨʭʮʝʥʥʦʡ ʠʜʝʝ, ʨʘʥʦ ʠʣʠ ʧʦʟʜʥʦ ʫʙʝʜʠʪ ʩʝʪʴ ʚ ʩʚʦʝʡ ʧʨʘʚʦʪʝ ʠ ʥʘʯʥʝʪ 

ʪʨʘʥʩʣʠʨʦʚʘʪʴ ʵʪʦ ʜʨʫʛʠʤ ʣʶʜʷʤ, ʩʩʳʣʘʷʩʴ ʫʞʝ ʥʘ ʧʦʜʜʝʨʞʢʫ ʩʦ ʩʪʦʨʦʥʳ ʀʀ. 

ɺ ʵʪʦʡ ʩʚʷʟʠ ʥʝʦʙʭʦʜʠʤʦ ʪʘʢʞʝ ʚʩʧʦʤʥʠʪʴ ʅʃʇ (ʅʝʡʨʦ-ʃʠʥʛʚʠʩʪʠʯʝʩʢʦʝ 

ʇʨʦʛʨʘʤʤʠʨʦʚʘʥʠʝ). ɺ ʥʝʤ ʧʨʝʜʧʦʣʘʛʘʝʪʩʷ, ʯʪʦ ʢʘʞʜʳʡ ʯʝʣʦʚʝʢ ʠʤʝʝʪ ʥʝʢʦʪʦʨʫʶ 

ʚʥʫʪʨʝʥʥʶʶ ʢʘʨʪʠʥʫ ʦʢʨʫʞʘʶʱʝʛʦ ʤʠʨʘ, ʠ ʤʥʦʛʠʝ ʧʨʦʙʣʝʤʳ ʚ ʝʛʦ ʞʠʟʥʠ 

ʧʨʦʠʩʪʝʢʘʶʪ ʠʟ-ʟʘ ʥʝʘʜʝʢʚʘʪʥʦʩʪʠ ʵʪʦʡ ʢʘʨʪʠʥʳ ʨʝʘʣʴʥʦʤʫ ʧʦʣʦʞʝʥʠʶ ʜʝʣ. ɺ 

ʅʃʇ ʨʘʟʨʘʙʦʪʘʥʳ ʤʥʦʛʦʯʠʩʣʝʥʥʳʝ ʷʟʳʢʦʚʳʝ ʪʝʭʥʠʢʠ ʜʣʷ ʠʟʤʝʥʝʥʠʷ ʚʥʫʪʨʝʥʥʝʡ 

ʤʦʜʝʣʠ. ɹʘʟʘ ʟʥʘʥʠʡ GPT-ʩʝʪʝʡ ʠʛʨʘʝʪ ʨʦʣʴ ʪʘʢʦʡ ʚʥʫʪʨʝʥʥʝʡ ʤʦʜʝʣʠ, ʘ ʢʦʥʪʝʢʩʪ 

ʜʠʘʣʦʛʘ ʥʝʩʝʪ ʜʦʧʦʣʥʠʪʝʣʴʥʫʶ ʠʥʬʦʨʤʘʮʠʶ ʜʣʷ ʝʝ ʠʟʤʝʥʝʥʠʷ. ɺ ʩʢʦʨʦʤ ʚʨʝʤʝʥʠ 

ʩʧʝʮʠʘʣʠʩʪʳ ʅʃʇ ʪʘʢʞʝ ʩʪʘʥʫʪ ʚʦʩʪʨʝʙʦʚʘʥʥʳʤʠ ʜʣʷ ʥʝʡʨʦʭʘʢʠʥʛʘ. 

ʐʠʨʦʢʦʝ ʚʥʝʜʨʝʥʠʝ ʥʝʡʨʦʥʥʳʭ ʩʝʪʝʡ ʥʘ ʦʩʥʦʚʝ ʙʦʣʴʰʦʡ ʷʟʳʢʦʚʦʡ ʤʦʜʝʣʠ ʚ 

ʧʨʘʢʪʠʢʫ ʧʨʠʥʷʪʠʷ ʨʝʰʝʥʠʡ ʩʦʮʠʘʣʴʥʦʛʦ ʫʧʨʘʚʣʝʥʠʷ ʥʘʯʠʥʘʝʪ ʥʝʩʪʠ 

ʜʦʧʦʣʥʠʪʝʣʴʥʳʝ ʫʛʨʦʟʳ. ʇʦʤʠʤʦ ʦʙʳʯʥʦʛʦ ʚʟʣʦʤʘ ʢʦʤʧʴʶʪʝʨʥʳʭ ʧʨʦʛʨʘʤʤ ʦʥʠ 

ʩʪʘʥʦʚʷʪʩʷ ʧʦʜʚʝʨʞʝʥʥʳʤʠ ʘʪʘʢʘʤ ʧʦʩʨʝʜʩʪʚʦʤ ʥʝʡʨʦʭʘʢʠʥʛʘ. ɸʪʘʢʠ ʧʦʩʨʝʜʩʪʚʦʤ 

ʫʣʦʚʦʢ ʪʝʦʨʠʠ ʘʨʛʫʤʝʥʪʘʮʠʠ ʤʦʛʫʪ ʜʘʞʝ ʙʳʪʴ ʘʚʪʦʤʘʪʠʟʠʨʦʚʘʥʳ, ʪʘʢ ʢʘʢ ʦʥʠ 

ʠʩʧʦʣʴʟʫʶʪ ʚʧʦʣʥʝ ʢʦʥʢʨʝʪʥʳʝ ʰʘʙʣʦʥʳ ʪʘʢʠʭ ʫʣʦʚʦʢ. ɿʘʜʘʯʠ, ʢʦʪʦʨʳʝ ʧʨʠʟʚʘʥʳ 

ʨʝʰʘʪʴ ʧʦʜʦʙʥʳʝ ʘʪʘʢʠ ʤʦʛʫʪ ʟʘʢʣʶʯʘʪʴʩʷ ʥʝ ʚ ʧʨʠʥʷʪʠʠ ʦʯʝʚʠʜʥʦ ʣʦʞʥʳʭ 

ʫʪʚʝʨʞʜʝʥʠʡ, ʧʦʜʦʙʥʳʭ ʥʘʰʝʤʫ ʧʨʠʤʝʨʫ, ʘ ʚ ʧʨʠʥʷʪʠʠ ʥʝ ʩʘʤʳʭ ʦʧʪʠʤʘʣʴʥʳʭ 

ʨʝʰʝʥʠʡ ʜʣʷ ʧʦʣʴʟʦʚʘʪʝʣʷ, ʥʦ ʚʳʛʦʜʥʳʭ ʜʣʷ ʘʪʘʢʫʶʱʝʛʦ. ʇʝʨʝʧʨʦʚʝʨʠʪʴ 

ʧʨʘʚʠʣʴʥʦʩʪʴ ʧʨʠʥʷʪʦʛʦ ʨʝʰʝʥʠʷ ʥʝ ʧʨʝʜʩʪʘʚʣʷʝʪʩʷ ʚʦʟʤʦʞʥʳʤ, ʪʘʢ ʢʘʢ 

ʥʝʡʨʦʥʥʘʷ ʩʝʪʴ ʚ ʧʨʠʥʮʠʧʝ ʥʘ ʩʧʦʩʦʙʥʘ ʧʨʝʜʩʪʘʚʠʪʴ ʭʦʜ ʩʚʦʠʭ ʨʘʩʩʫʞʜʝʥʠʡ, ʥʘ ʯʪʦ 

ʠ ʨʘʩʩʯʠʪʳʚʘʝʪ ʘʪʘʢʫʶʱʠʡ. ʅʝʡʨʦʭʘʢʠʥʛ ʩ ʠʩʧʦʣʴʟʦʚʘʥʠʝʤ ʪʝʭʥʠʢ ʅʃʇ ʥʝ ʤʝʥʝʝ 

ʢʦʚʘʨʝʥ, ʭʦʪʷ ʠ ʥʝ ʪʘʢ ʣʝʛʢʦ ʘʚʪʦʤʘʪʠʟʠʨʫʝʤ. ʅʝʡʨʦʭʘʢʝʨʳ, ʚʣʘʜʝʶʱʠʝ ʪʝʭʥʠʢʘʤʠ 

ʅʃʇ, ʤʦʛʫʪ ʚ ʨʫʯʥʦʤ ʨʝʞʠʤʝ ʙʦʣʝʝ ʥʝʟʘʤʝʪʥʦ ʙʨʘʪʴ ʥʝʡʨʦʩʝʪʠ ʧʦʜ ʩʚʦʡ ʢʦʥʪʨʦʣʴ 

ʠ ʧʦʜʚʦʜʠʪʴ ʠʭ ʢ ʪʨʝʙʫʝʤʳʤ ʨʝʰʝʥʠʷʤ. ʀʥʳʤʠ ʩʣʦʚʘʤʠ, ʚ ʙʣʠʞʘʡʰʝʝ ʚʨʝʤʷ ʫ 

ʚʟʣʦʤʱʠʢʦʚ ʧʨʦʛʨʘʤʤ ʧʦʷʚʠʪʩʷ ʠ ʥʘʯʥʝʪ ʨʘʟʚʠʚʘʪʴʩʷ ʥʦʚʦʝ ʥʘʧʨʘʚʣʝʥʠʝ 

ʠʩʩʣʝʜʦʚʘʥʠʡ ʠ ʧʨʘʢʪʠʯʝʩʢʦʛʦ ʧʨʠʤʝʥʝʥʠʷ. ʆʩʪʘʥʦʚʠʪʴ ʵʪʦ ʥʝʚʦʟʤʦʞʥʦ. ʕʪʦ 

ʧʝʨʩʧʝʢʪʠʚʘ ʙʣʠʞʘʡʰʝʛʦ ʙʫʜʫʱʝʛʦ. 

ɿɸʂʃʖʏɽʅʀɽ 

1. ʅʘʙʣʶʜʘʝʤʳʡ ʘʞʠʦʪʘʞ ʚʦʢʨʫʛ ʥʝʡʨʦʥʥʳʭ ʩʝʪʝʡ ï ʵʪʦ ʵʣʝʤʝʥʪ ʘʛʨʝʩʩʠʚʥʦʡ 

ʨʝʢʣʘʤʥʦʡ ʢʦʤʧʘʥʠʠ ʩʦ ʩʪʦʨʦʥʳ ʙʠʟʥʝʩʘ, ʧʦʩʧʝʰʥʦ ʤʦʥʝʪʠʟʠʨʫʶʱʝʛʦ ʜʘʣʝʢʠʡ 

ʦʪ ʩʦʚʝʨʰʝʥʩʪʚʘ ʧʨʦʜʫʢʪ. 

2. ʄʳ ʪʘʢ ʞʝ ʜʘʣʝʢʠ ʦʪ ʩʦʟʜʘʥʠʷ ʀʀ, ʢʘʢ ʠ ʧʨʝʞʜʝ. ɹʦʣʴʰʠʝ ʷʟʳʢʦʚʳʝ ʤʦʜʝʣʠ ï 

ʪʫʧʠʢʦʚʦʝ ʥʘʧʨʘʚʣʝʥʠʷ ʩʦʟʜʘʥʠʷ GAI ʚ ʩʠʣʫ ʧʨʠʩʫʱʠʭ ʠʤ ʧʨʠʥʮʠʧʠʘʣʴʥʳʭ 

ʦʛʨʘʥʠʯʝʥʠʡ.  

3. ʋʨʦʚʝʥʴ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʩʪʠ ChatGPT ʷʚʣʷʝʪʩʷ ʜʦʣʦʛʠʯʝʩʢʠʤ ʠ ʦʧʠʨʘʝʪʩʷ 

ʣʠʰʴ ʥʘ ʙʦʣʴʰʠʝ ʚʳʯʠʩʣʠʪʝʣʴʥʳʝ ʚʦʟʤʦʞʥʦʩʪʠ ʩʦʚʨʝʤʝʥʥʳʭ ʢʦʤʧʴʶʪʝʨʦʚ ʜʣʷ 

ʧʨʦʚʝʜʝʥʠʷ ʧʝʨʝʙʦʨʘ ʪʝʢʩʪʦʚ ʠ ʩʣʦʚ ʷʟʳʢʘ, ʯʪʦ ʩʦʟʜʘʝʪ ʠʣʣʶʟʠʶ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʩʪʠ, ʥʦ ʝʡ ʥʝ ʩʠʥʦʥʠʤʠʯʥʦ. 

4. ɹʝʟʜʫʤʥʦʝ ʚʥʝʜʨʝʥʠʝ ʥʝʡʨʦʥʥʳʭ ʩʝʪʝʡ ʚ ʧʨʘʢʪʠʢʫ ʧʨʠʥʷʪʠʷ ʫʧʨʘʚʣʝʥʯʝʩʢʠʭ 
ʨʝʰʝʥʠʡ ʥʝʩʝʪ ʜʦʧʦʣʥʠʪʝʣʴʥʳʝ ʨʠʩʢʠ ʙʳʪʴ ʧʦʜʚʝʨʞʝʥʥʳʤʠ ʥʝʡʨʦʭʘʢʠʥʛʫ.  
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ɸʥʥʦʪʘʮʠʷ 
ɺ ʵʪʦʡ ʩʪʘʪʴʝ ʦʮʝʥʠʚʘʶʪʩʷ ʘʨʛʫʤʝʥʪʳ ʕʤʠʣʠ ʄ. ɹʝʥʜʝʨ, ʊʠʤʥʠʪ ɻʝʙʨʫ, ɸʥʜʞʝʣʠʥʳ ʄʘʢʤʠʣʣʘʥ-

ʄʝʡʜʞʦʨ ʠ ʄʘʨʛʘʨʝʪ ʄʠʪʯʝʣʣ ʚ ʚʣʠʷʪʝʣʴʥʦʡ ʩʪʘʪʴʝ ñʆʙ ʦʧʘʩʥʦʩʪʷʭ ʩʪʦʭʘʩʪʠʯʝʩʢʠʭ ʧʦʧʫʛʘʝʚ: 

ʄʦʛʫʪ ʣʠ ʷʟʳʢʦʚʳʝ ʤʦʜʝʣʠ ʙʳʪʴ ʩʣʠʰʢʦʤ ʙʦʣʴʰʠʤʠ?ò ʕʪʠ ʘʨʛʫʤʝʥʪʳ ʩʪʘʚʠʣʠ ʧʦʜ ʩʦʤʥʝʥʠʝ ʪʦʪ 

ʬʘʢʪ, ʯʪʦ ʷʟʳʢʦʚʳʝ ʤʦʜʝʣʠ (LM) ʤʦʛʫʪ ʦʙʱʘʪʴʩʷ ʠ ʧʦʥʠʤʘʪʴ. ɺ ʯʘʩʪʥʦʩʪʠ, ʷ ʦʙʩʫʞʜʘʶ ʘʨʛʫʤʝʥʪ ʦ 

ʪʦʤ, ʯʪʦ ʷʟʳʢʦʚʳʝ ʤʦʜʝʣʠ ʥʝ ʤʦʛʫʪ ʙʳʪʴ ʢʦʤʤʫʥʠʢʘʪʠʚʥʳʤʠ, ʧʦʪʦʤʫ ʯʪʦ ʠʭ ʣʠʥʛʚʠʩʪʠʯʝʩʢʠʝ 

ʧʨʦʠʟʚʝʜʝʥʠʷ ʣʠʰʝʥʳ ʢʦʤʤʫʥʠʢʘʪʠʚʥʦʡ ʥʘʧʨʘʚʣʝʥʥʦʩʪʠ ʠ ʥʝ ʦʩʥʦʚʘʥʳ ʥʘ ʨʝʘʣʴʥʦʤ ʤʠʨʝ ʠʣʠ 

ʤʦʜʝʣʠ ʨʝʘʣʴʥʦʛʦ ʤʠʨʘ, ʢʦʪʦʨʳʝ ʘʚʪʦʨʳ ʨʘʩʩʤʘʪʨʠʚʘʶʪ ʢʘʢ ʫʩʣʦʚʠʷ ʚʦʟʤʦʞʥʦʩʪʠ ʦʙʱʝʥʠʷ ʠ 

ʧʦʥʠʤʘʥʠʷ. ʗ ʫʪʚʝʨʞʜʘʶ, ʯʪʦ ʘʚʪʦʨʩʢʠʡ ʚʟʛʣʷʜ ʥʘ ʢʦʤʤʫʥʠʢʘʮʠʶ ʠ ʧʦʥʠʤʘʥʠʝ ʷʚʣʷʝʪʩʷ ʩʣʠʰʢʦʤ 

ʦʛʨʘʥʠʯʠʪʝʣʴʥʳʤ ʠ ʥʝ ʤʦʞʝʪ ʦʭʚʘʪʠʪʴ ʦʙʰʠʨʥʳʝ ʩʣʫʯʘʠ ʢʦʤʤʫʥʠʢʘʮʠʠ, ʥʝ ʪʦʣʴʢʦ ʢʦʤʤʫʥʠʢʘʮʠʠ 

ʤʝʞʜʫ ʣʶʜʴʤʠ, ʥʦ ʠ ʢʦʤʤʫʥʠʢʘʮʠʠ ʤʝʞʜʫ ʣʶʜʴʤʠ ʠ ʜʨʫʛʠʤʠ ʩʫʱʥʦʩʪʷʤʠ. ɹʦʣʝʝ ʢʦʥʢʨʝʪʥʦ, ʷ 

ʫʪʚʝʨʞʜʘʶ, ʯʪʦ ʢʦʤʤʫʥʠʢʘʪʠʚʥʦʝ ʥʘʤʝʨʝʥʠʝ ʷʚʣʷʝʪʩʷ ʚʦʟʤʦʞʥʳʤ, ʥʦ ʥʝ ʥʝʦʙʭʦʜʠʤʳʤ ʫʩʣʦʚʠʝʤ 

ʜʣʷ ʦʙʱʝʥʠʷ ʠ ʧʦʥʠʤʘʥʠʷ, ʧʦʩʢʦʣʴʢʫ ʦʥʦ ʯʘʩʪʦ ʦʪʩʫʪʩʪʚʫʝʪ ʠʣʠ ʥʝʥʘʜʝʞʥʦ. ʂʦʤʤʫʥʠʢʘʮʠʷ ʥʝ 

ʦʙʷʟʘʪʝʣʴʥʦ ʜʦʣʞʥʘ ʙʳʪʴ ʦʩʥʦʚʘʥʘ ʥʘ ʨʝʘʣʴʥʦʤ ʤʠʨʝ ʚ ʪʦʤ ʩʤʳʩʣʝ, ʯʪʦ ʦʥʘ ʜʦʣʞʥʘ ʩʩʳʣʘʪʴʩʷ ʥʘ 

ʦʙʲʝʢʪʳ ʠʣʠ ʧʦʣʦʞʝʥʠʝ ʜʝʣ ʚ ʨʝʘʣʴʥʦʤ ʤʠʨʝ, ʧʦʪʦʤʫ ʯʪʦ ʢʦʤʤʫʥʠʢʘʮʠʷ ʚʧʦʣʥʝ ʤʦʞʝʪ ʢʘʩʘʪʴʩʷ 

ʛʠʧʦʪʝʪʠʯʝʩʢʠʭ ʠʣʠ ʥʝʨʝʘʣʴʥʳʭ ʤʠʨʦʚ ʠ ʦʙʲʝʢʪʦʚ. ʆʧʠʨʘʷʩʴ ʥʘ ʬʠʣʦʩʦʬʠʶ ɼʝʨʨʠʜʳ, ʷ 

ʨʘʟʨʘʙʘʪʳʚʘʶ ʘʣʴʪʝʨʥʘʪʠʚʥʳʝ ʢʦʥʮʝʧʮʠʠ ʢʦʤʤʫʥʠʢʘʮʠʠ ʢʘʢ ʧʝʨʝʜʘʯʠ ʦʧʝʨʘʮʠʠ ʜʝʤʦʪʠʚʘʮʠʠ ʠ 

ʧʦʜʘʚʣʝʥʠʷ ʠʥʪʝʨʧʨʝʪʘʮʠʡ ʨʘʟʣʠʯʥʳʤʠ ʩʠʣʘʤʠ, ʘ ʪʘʢʞʝ ʧʦʥʠʤʘʥʠʷ ʢʘʢ ʥʘʠʣʫʯʰʝʡ ʜʦʛʘʜʢʠ ʠʣʠ 

ʥʘʠʣʫʯʰʝʡ ʠʥʪʝʨʧʨʝʪʘʮʠʠ. ʆʩʥʦʚʳʚʘʷʩʴ ʥʘ ʵʪʠʭ ʢʦʥʮʝʧʮʠʷʭ, ʚ ʩʪʘʪʴʝ ʫʪʚʝʨʞʜʘʝʪʩʷ, ʯʪʦ ʤʦʞʥʦ 

ʩʢʘʟʘʪʴ, ʯʪʦ ʷʟʳʢʦʚʳʝ ʤʦʜʝʣʠ, ʧʝʨʝʜʘʶʪ ʠʥʬʦʨʤʘʮʠʶ ʠ ʧʦʥʠʤʘʶʪ. 
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INTRODUCTION  

In 2021, Emily M. Bender, Timnit Gebru, Angelina McMillan-Major and Margaret 

Mitchell published a paper titled ñOn the Dangers of Stochastic Parrots: Can Language 

Models Be Too Big?ò highlighting some of the ethical, political, environmental, financial 

and social problems of training LMs with enormous amounts of indiscriminate data and 

using them for numerous purposes. Among these various problems, the authors identified 

the mischaracterization AI developers make of LMs based on the performance of ñLMs 

[é in] tasks intended to test for natural language understanding (NLU)ò (Bender et al., 

2021, p. 615). Basically, developers have tested LMs in different evaluations intended to 

measure ñlanguage understanding and/or commonsense reasoningò (p. 615) such as the 

General Language Understanding Evaluation (GLUE), the Stanford Question Answering 

Datasets (SQuAD) and the Situations with Adversarial Generations (SWAG). 

Significantly, LMs such as BERT have obtained remarkably high scores in these tests 

leading developers to characterise them as ñó[é] language understanding systemsôò (615) 

and their operation as ñmachine comprehensionò (Bender and Koller, 202, p. 5185). The 

authors, however, emphatically claim that ñno actual language understanding is taking 

place in LM-driven approaches to these tasksò (Bender et al., 2021, p. 615). Their claims 

have resulted in a lively discussion, fired up by the appearance of ChatGPT in late 2023 

fired up and spilling over to disciplines outside AI and machine learning,1 making the 

paper a remarkably influential criticism of LMs with the added feat of having coined the 

term óstochastic parrotô2 to critically refer to LMs more generally.   

In a previous paper, ñClimbing towards NLU: On Meaning, Form, and 

Understanding in the Age of Dataò (Bender and Koller, 2020), Emily M. Bender and 

Alexander Koller clarify the key concepts and arguments at the basis of the emphatic 

claim that LMs cannot understand language. Within the context of communicative 

exchanges in particular, Bender and Koller affirm that LMs cannot communicate because 

their linguistic productions lack communicative intent and reference to the real world, 

and cannot understand because they are trained to manipulate the form but not the 

meaning of language. In this paper, I first unpack and clarify Bender et al.ôs concepts of 

communication and understanding in communication. Drawing on Jacques Derridaôs 

philosophy, I then raise a number of questions regarding the necessity of communicative 

intent and reference to the real world underpinning their concept of communication, and 

the idea of understanding as retrieving meanings. Next, taking recourse again to Derridaôs 

deconstruction I advance a concept of communication that retains the idea of transporting, 

transmitting, and production of signs while dispensing with the necessity of 

communicative intent and reference to the real world. This less restrictive concept does 

allow answering the question of whether LMs communicate and understand in the 

affirmative. 

 
1 A quick look at the statistics of this paper on Google Scholar shows that it has been cited over 3500 times 

in disciplines ranging from legal studies to education studies, from linguistics to environmental studies.  
2 The term óstochastic parrotô was the AI-related word of the year 2023: https://americandialect.org/wp-

content/uploads/2024/01/2023-Word-of-the-Year-PRESS-RELEASE.pdf  

https://americandialect.org/wp-content/uploads/2024/01/2023-Word-of-the-Year-PRESS-RELEASE.pdf
https://americandialect.org/wp-content/uploads/2024/01/2023-Word-of-the-Year-PRESS-RELEASE.pdf
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LANGUAGE MODELS AS STOCHASTIC PARROTS  

The authors of ñOn the Dangersò outline three requirements of ñhuman language 

useò without which communication could not take place: a) it happens between 

individuals who hold beliefs and other mental states ïthat is, they have attitudes towards 

propositions, for example, holding them true or not, desiring they were the case or not, 

etc.; b) they ñshare common ground and are mutually aware of that sharing (and its 

extent)ò (Bender et al., 2021, p. 616); c) they use language to ñconveyò a ñcommunicative 

intentò (p. 616). Condition (a) presupposes fully fledged language users, who feel at home 

in the business of linguistic exchange, and have had many such exchanges whereby they 

have formed a more or less coherent system of beliefs and other mental states. Condition 

(b) suggests that those partaking in the communicative exchange share a common world, 

namely ñthe real world the speaker and listener inhabit togetherò  ñagainstò which they 

can test the ñtruthò of their ñinterpretationsò (Bender and Koller, 2020, p. 5187). The 

authors maintain, furthermore, that those participants in the communicative exchange are 

aware that they share a real world and the extent to which they share it. Finally, condition 

c) presupposes that individuals engage in communicative exchanges ñfor a purpose,ò 

namely, ñin order to achieve some communicative intentò (p. 5187). Communicative 

intent can be defined generally as wanting oneôs speech or writing to do something, for 

example, inform, request, make another laugh, release frustration or anger, among many 

others. Peopleôs intentions can be achieved through numerous means, and one of them is 

to use language in either spoken or written form. Speakers and writers choose some 

particular strings of words, then, that they think will allow them to communicate what 

they intend to communicate. In this picture, the linguistic articulation of the 

communicative intent carries ómeaningô ï what the speaker means to say. That is, what 

makes a particular string of words meaningful is that the string was chosen with the 

expectation that it will do what the speaker or writer intends to do. 

Understanding in communication, in turn, consists in ñthe process of retrieving 

[communicative intents] given [some strings of words]ò (Bender and Koller, 202, p. 

5187). Such retrieval requires the ñability to recognise interlocutorsô beliefs [é] and 

intentions [é] within contextò (Bender et al., 2021, p. 616). In the process of 

understanding, the speaker/writer and interpreter are busy assigning words with meanings 

and attributing beliefs and other mental states to each other, and correcting these 

assignments and attributions until they both appear to óget the otherô and behave as 

expected in response. ñHuman-human communicationò, they continue, ñis a jointly 

constructed activityò (p. 616). This holds true not only for spoken language where speaker 

and interpreted are co-present, but also for written language where even ñif we donôt know 

the person who generated the language we are interpreting, we build a partial model of 

who they are and what common ground we think they share with us and use this in 

interpreting their wordsò (p. 616). 

Based on this normative framework, Bender et al. answer the question of whether 

LMs can understand language and communicate, which, given its content, inevitably 

leads to the foregone conclusion that they do not. Firstly, LMsô linguistic production is 

not meaningful because the strings of words they produce convey no communicative 

intent. LMs, the authors state, ñonly have success in tasks that can be approached by 
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manipulating linguistic formò (Bender et al., 2021, p. 610) understood as ñany observable 

realisation of language: marks on a page, pixels or bytes in a digital representation of text, 

or movements of the articulatorsò (Bender and Koller, 2020, p. 5187). The authors oppose 

form to meaning, which expresses itself in the linguistic articulation of a communicative 

intent. Not having communicative intent means that LMs do not want to do something 

with the strings of words they produce; rather, their linguistic outcomes are based on 

certain probabilistic operations. To clarify this, the authors explain how LMs produce the 

strings of words they do. To start with, the term language model (LM) ñrefer[s] to systems 

which are trained on string prediction tasks: that is, predicting the likelihood of a token 

(character, word or string) given either its preceding context or (in bidirectional and 

masked LMs) its surrounding contextò (Bender et al., 2021, p. 611). N-gram modelsô 

predictions were simpler because they were restricted by number of characters, 

directionality and horizontality of cues: ñtraditional n-gram LMs can only model 

relatively local dependencies, predicting each word given the preceding sequence of N 

words (usually 5 or fewer)ò (p. 616). Coming after n-gram models, transformer models 

do not have previous restrictions, and are able to articulate language with impressive 

naturalness, ñproduc[ing] text that is seemingly not only fluent but also coherent even 

over paragraphsò (p. 616). LMsô predictions are based on the data they are ótrainedô with, 

allowing them ñto perform apparently meaning-manipulation tasks such as 

summarisation, question answering, and the likeò (p. 612) with notable success as they 

have excelled in numerous language understanding and common sense reasoning tests (p. 

615). These successes, the authors insist, are technical, probabilistic rather than 

communicative successes. Bender and Kºller affirm, ñfar from doing the óreasoning 

ostensibly required to complete the tasks, they [are] instead simply more effective at 

leveraging artefacts in the dataò (Bender and Koller, 2020, p. 5186). In other words, they 

just shuffle data without comprehending what it is that they are shuffling or that they are 

shuffling it. This is shown in the fact that when they are trained with deliberately opposing 

data that contradict or negate some of the data they already have, their performance ñfalls 

to significantly below chanceò (p. 5186).  

Secondly, LMsô linguistic productions are ñnot grounded on [é] any model of the 

world, or any model of the readerôs state of mindò (Bender et al., 2021, p. 616). For these 

authors, not having a world seems to suggest that these language models ñhave never 

observedò  or otherwise interacted in any way with ñthe real worldò (Bender and Koller, 

2020, p. 5188). Having never interacted with the world, LMs cannot engage in any kind 

of meaningful linguistic behaviour with others at all because they do not have beliefs 

about the world nor can they attribute beliefs to speakers much less ómodelô anotherôs 

óstate of mind.ô The authors conclude, ñcontrary to how it may seem when we observe its 

outputò a language model is ña system for haphazardly stitching together sequences of 

linguistic forms it has observed in its vast training data, according to probabilistic 

information about how they combine, but without any reference to meaning: a stochastic 

parrotò (Bender et al., 2021, p. 616-617). There is no reference to meaning because, as 

said, the strings of words they produce are ñnot grounded in communicative intent, any 

model of the world, of any model of the readerôs state of mindò (p. 616).  
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This conclusion might appear obvious, and it does seem so to the authors of ñOn 

the Dangers.ò Yet, when we attend to how individuals interact with LMs, the authors find 

that it is not all that obvious. Looking at the side of human beings in their exchanges with 

LMs, the authors identify human beingsô ñtendencyò to regard LMsô linguistic production 

as meaningful, as carrying communicative intents, which further contributes to the 

misrepresentation of LMs as natural language understanding models3: ñthe tendency of 

human interlocutors to impute meaning where there is none can mislead both NLP 

researchers and the general public into taking synthetic text as meaningfulò (Bender et 

al., 2021, p. 611). It is the ñtendencyò to attribute communicative intentions to others, the 

first of which is the intention of being understood which LMs lack but human beings 

misattribute to LMs. But this tendency goes much further, for by attributing 

communicative intent, human beings are attributing mental states to LMs along with a 

model of the world, and, what is more, a similarity to themselves, which is something 

human beings do in their communicative exchanges generally and insofar as they engage 

in communicative exchanges. The authors regard these attributions as ñan illusion arising 

from our singular human understanding of languageò (p. 616). Despite this blatant 

illusion, human beings, the authors continue, are ñvery willingé to attribute 

communicative intent even if the originator of the signal is not an entity that could have 

communicative intentò (Bender and Koller, 2020, p. 5187). Their ówillingnessô, however, 

is unwarranted.  

RECONSIDERING COMMUNICATIVE INTENT AND REFERENCE AS 

CONDITIONS OF COMMUNICATION AND UNDERSTANDING  

After this brief clarification of the concepts and arguments presented in ñOn the 

Dangers,ò it should be clear that this framework is evidently applicable only to human-

to-human linguistic exchanges, specifically involving adult humans. It fails to account for 

entities capable of producing strings of words but lacking beliefs, intentions and 

interactions with the human world such as certain animals and machines. This concept of 

communication is overly restrictive not only because it excludes entities other than 

humans, but also because it only captures certain instances of human-to-human 

communication. In the following discussion, I problematise the premises and concepts of 

the authorsô arguments from the perspective of Jacques Derridaôs philosophy, particularly 

focusing on the two main conditions of communication and understanding in 

communication: communicative intent and model of the world. Then, I articulate 

alternative concepts of communication and understanding in order to revisit the question 

of whether LMs and chatGPT communicate.  

a) Communicative intent 

The conceptual and argumentative framework presented in the previous section is 

explicitly based on the Gricean model of communication (Bender and Koller, 2020, p. 

5187), where intentions play a decisive role in the entire communicative process, from 

the selection of strings of words or noises to how the communicative process itself unfolds 
 

3 LMsô developers are also responsible for this confusion, for they tend to describe LMs as óunderstandingô. 

Cf. Bender and Koller, 5185-5186. 
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and whether the communication can be deemed successful. A version of this view is 

largely accepted by philosophers of language in the analytic tradition from Searle  to 

Davidson, albeit with some important differences (Searle, 1977; Davidson, 1992). For 

Bender et al., communicative intent or communicative intention presupposes a person 

deliberately initiating a communicative exchange with the purpose of doing something or 

affecting the interpreter in a particular way. This purpose is their communicative intent, 

and it makes the strings of words or noises in a linguistic exchange meaningful insofar as 

these strings were selected as a means to achieve the desired effect on the interpreter.  

Derrida notes, however, that no such person imbuing a string of words or noises 

with communicative intent is necessary for signs to be meaningful and have the expected 

effects on interpreters. More generally, no communicative intent is necessary for signs to 

be meaningful. Signs should be able to function, that is, to be interpretable in meaningful 

ways, even if the producer of the signs is not present or has never existed. ñA mark,ò he 

says, is ña sort of machine which is productive in turnò and ñmust continue to óactô and 

to be readable even when what is called the author [é] no longer answers for what he 

has written [é] be it because of a temporary absence, because he is dead, or because he 

has not employed [é] the plenitude of his desire to say what he meansò (Derrida, 1988, 

p. 8). This is possible, Derrida continues, because, in order to be such, signs have to be 

repeatable, that is, any sign can be weaned from its putative or otherwise context of 

production and placed in an altogether different context without hindering its possibility 

of being meaningful.  

In his response to Derridaôs ñSignature, Event, Context,ò Searle takes up and 

discusses this argument. Although he agrees with the repeatability of signs, he disagrees 

with the conclusion Derrida draws from it (Searle, 1998, p. 201-202). He concedes that 

even if it were the case that no producer is necessary for a meaningful communication, 

understanding and interpreting signs would still require assuming a communicative intent 

ñbecause a meaningful sentence is just a standing possibility of the corresponding 

(intentional) speech actò (Searle, 1998, p. 202). Understanding, he says, is just ñknowing 

what linguistic act its utterance would be a performance of,ò, even if there was no actual 

utterance. In these cases, strings of words or noises are meaningful and can, thus, be 

presumed to have communicative intent if they follow the rules of language. ñTo 

understand it [a speech act], it is necessary to know that anyone who said it and meant it 

would be performing that speech act determined by the rules of language that give the 

sentence its meaning in the first placeò (Searly, 1998, p. 202, my emphasis). In other 

words, Searle maintains that it is through the rules of language that a hypothetical 

communicative intent can be articulated. For example, when a chat bot produces the lines 

óProvide your name, email address and order detailsô in an automated way, there is no 

actual individual imbuing these phrases with communicative intent. However, the use of 

the imperative directs the interpreter to the rules governing imperatives, from which an 

intention can be inferred. Specifically, the intention in this example is to be authoritative 

and to prompt the interpreter to comply by providing the requested information. It is rules 

of language ï or conventions, as Searle sometimes calls them ï that confer intent or 

purpose to spoken or written marks, thereby rendering them meaningful. It is through 

these rules that a communicative intent can be discerned. In contrast to the view of 
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communicative intent advanced by the authors of ñOn the Dangers,ò Searleôs concept of 

communicative intent does not necessarily involve an actual person intending to convey 

a meaning by selecting the strings of words or sounds that are most likely to articulate 

that intent. Instead, it is regarded as a ñstrategy of understandingò ï a helpful 

presupposition that facilitates the interpretation and comprehension of written and spoken 

marks (Searle, 1998, p. 202).   

Searleôs way of sidestepping Derridaôs argument dispenses with the necessity of a 

producer of communication without sacrificing meaningfulness and communicative 

intent. However, inadvertently, his position seems to align more closely with Derridaôs 

and further from Bender et al.ôs, as both Searle and Derrida agree that actual individuals 

or, more broadly, human beings linguistically articulating communicative intents are not 

essential for communication to occur. This agreement challenges Bender et al.ôs first 

condition of communication, which states that communication occurs between 

individuals possessing beliefs and other mental states. Derrida would also agree with 

Searleôs assertion that intention is a presupposition orienting interpretation and 

understanding rather than the necessary key to interpretation and understanding when he 

says, ñthe category of intention will not disappear, it will have its place, but from that 

place it will no longer be able to govern the entire scene and system of utteranceò 

(Derrida, 1988, p. 18) Bender et al. would actually perceive Searleôs way of salvaging 

communicative intent when applied to LMs as part of the problem, for the 

mischaracterisation of LMs as language understanding systems is fostered partly by 

presupposing and attributing communicative intent where there is none.  

Searleôs position shifts our focus towards the interpreter rather than the speaker or 

initiator of communication. From the interpreterôs perspective, whose first task is 

deciphering the communication, communicative intent, as mentioned earlier, is possible 

but not necessary, and functions as a presupposition assisting in interpreting linguistic 

productions. The crux of Searleôs viewpoint lies in the rules of language, particularly 

grammar as logical syntax, whose correct usage aids in articulating an intention which 

may or may not have been actual. This view is, however, fairly easy to question, for the 

idea that language use requires knowing or even applying grammar correctly is 

unwarranted. Language acquisition and use are primarily practical and occur without the 

explicit need to learn grammar rules. Furthermore, using language óincorrectlyô from a 

grammatical standpoint does not necessarily hinder communication as it is common to 

successfully interpret speech containing grammatical errors.  

Derrida delves into this topic, discussing not just isolated grammatical errors, but 

agrammaticality ï instances where there is no longer ñólogicalô languageò (Derrida, 1988, 

p. 11) Even these cases, Derrida affirms, need not compromise communication. The 

reason is that since cases of agrammaticality ñ[f]or instance, óthe green is eitherô or 

óabracadabraôò, he says, ñdo not constitute their context by themselves, nothing prevents 

them from functioning in another context as signifying marksò (p. 12). This underscores 

Derridaôs initial argument that in order to function and continue to be interpretable and 

meaningful, signs have to be capable of separation from their context of inscription. Thus, 

óthe green is eitherô could be inscribed in semantic or real contexts where it could be 

meaningful. Derridaôs argument here challenges the necessity of rules of language for 
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communication and understanding in communication. This does not imply that language 

rules are never useful in interpretation; rather, they are not a sufficient and necessary 

condition of communication and understanding.  

Bender et al. could strengthen their position by drawing on Davidsonôs reflections 

on language use and communicative exchanges. In Davidsonôs work, they could find an 

alternative defence of intentions in communication based on another, arguably more 

important, function of intentions. He affirms that ñ[t]he necessary presence of intentions 

would be significant, since it would give content to an attribution of error by allowing for 

the possibility of discrepancy between intention and accomplishmentò (Davidson, 1992, 

p. 259). Speakers initiate communicative exchanges not necessarily with a single 

intention as they likely aim to convey something to provoke a response or behaviour, 

which in turn may lead to further outcomes. However, we can narrow down this array of 

intentions to the primary and fundamental intention of being understood. It is possible 

though that this intention is not fulfilled. For various reasons, such as the speaker 

incorrectly assuming that the listener would grasp crucial cues, misinterpreting the 

context, or misjudging the listenerôs knowledge or willingness to interpret in certain ways, 

the chosen words or sounds may fail to achieve the intended communicative effect. In 

such situations, intentions serve to highlight the discrepancy between intention and actual 

outcome of the communication, ranging from explicit acknowledgement of 

misunderstanding to the disparity between the behaviour the speaker anticipated and the 

actual response from the listener. Davidson argues that without communicative intent, 

there would be no means of spotting errors, i.e., unsuccessful communications. Or, more 

consequentially, there would be no mistaken interpretations as any interpretation would 

probably be good enough.  

We could ask, however, is it not rather common that we cannot test our 

interpretations against the speakerôs/writerôs intentions? In Davidsonôs picture, the 

speaker and interpreter are facing one another, which vastly facilitates testing the 

interpretation. However, it does not guarantee that an error, if there is one, will be spotted 

because it might be the case that the speaker, as Derrida affirms, ñhas not employed his 

absolutely actual and present intention or attention, the plenitude of his desire to say what 

he meansò (Derrida, 1988, p. 8), or has conflicting intentions or is not fully conscious of 

his intentions and cannot respond for what he has said or written. Testing interpretations 

becomes even more challenging in various cases of communication, such as reading the 

newspaper, listening to someoneôs voice message, interpreting the work of a long 

deceased author, perusing personal journal entries of years past, and the list could go on. 

In these cases, interpreters cannot double check their interpretation against the intentions 

of the speaker/writer. If intention were the norm of interpretation, we would have to 

acknowledge that misinterpretation is highly possible, and probably factually common, 

for it is simply not an element that can be relied upon in all cases of communication, 

either because it is factually absent or because the communication was not intended with 

full attention, among many other possible reasons. This does not mean that intention, if 

there is one, can never serve as a guiding post orienting interpretation and aiding in 

identifying errors of interpretation. At times, it may serve this purpose. As suggested 
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before, however, it cannot be regarded as a necessary condition for communication and 

understanding in communication.  

In this section, I have discussed intentions as a condition for communication on 

various grounds: because communication is to have a purpose, because it serves as a 

óstrategy of understandingô or presupposition orienting understanding, and because it 

functions as a norm sanctioning interpretation, which closely aligns with Bender et al.ôs 

definition of understanding as óretrieving communicative intentô. If we consider, in 

relation to the first of these grounds, that the primary purpose or intention of 

communication is to be understood, then all of these grounds emphasise the role of 

intentions for the possibility of understanding, that is, for the possibility of a successful 

interpretation of what is communicated. Here, understanding means successful 

interpretation where intended meaning matches interpreted meaning. Drawing from 

Derridaôs views, however, I argued that this matching cannot be deemed necessary 

because the process of matching presupposes an intention which may or may not be 

present and reliable. Thus, it would be useful to rethink the concept of understanding in 

communication in such a way that it is not defined necessarily by this matching. More 

concretely, it should be a concept of understanding that does not necessarily consist in 

the fulfilment of intention insofar as communicative intent may or may not be present and 

reliable, and that may rely on semantic and real contexts without regarding them as fixing 

interpretation. Such a concept of understanding could probably be characterised as our 

best guess about what the communication is about and aims to cause. It is a guess because 

there is no single factor that interpretation can rely upon in all cases and with full 

certainty. But it is the best guess because factors such as possible intentions, possible 

contrasting the interpretation with the speakerôs intention, rules of language, semantic and 

real context, previous experiences of communication, etc., can sometimes assist to a 

greater or lesser degree in orienting interpretation, and which can be appealed to to justify 

one interpretation over another.   

This concept of understanding is less restrictive than Bender et al.ôs and, I want to 

say, more immediately applicable to beings other than human beings such as animals and 

LMs. Focusing on LMs, Bender et al. state that LMs can neither mean something nor 

retrieve meaning, that is, they can neither communicate nor understand because their 

linguistic outputs are the result of probabilistic operations indicating the likelihood ïnot 

the meaningfulness- that certain strings of words follow the input. Yet, when 

understanding is defined not as meaning retrieval, matching of intended and interpreted 

meaning, or strict grammar rule following, but rather as the best guess, namely, as the 

most probable interpretation, could not LMs be said to understand in this sense? Before 

discussing this question, I would like to move on to the second condition of 

communication and understanding at the basis of Bender et al.ôs emphatic claim that LMs 

can neither communicate nor understand in communication.   

b) The real world or a model of the world 

The second condition necessary for communication and understanding in 

communication, as discussed by Bender et al. in ñOn the Dangersò is what they term óa 

model of the world.ô Bender and Koller do not talk about the model of the real world but 

rather about the real world, so I will treat them interchangeably for the time being. The 
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óreal worldô or óthe model of the real worldô has two interrelated functions in Bender and 

Koller. Firstly, it is that which communications are about, and, secondly, they are that 

against which the truth of communications can be tested, but they focus exclusively on 

the former. The bulk of my criticisms rest on the fact that Bender et. al. and Bender and 

Koller provide insufficient reasons to restrict the scope of communicational topics to 

objects in the real world. In addition, I argue that LMs can be said to have a model of the 

world.   

In ñOn the Dangersò, the model of the world is vaguely referred to as the ñcommon 

groundò which speakers/writers and interpreters share (Bender et al., 2021, p. 616). In 

ñClimbing Towards NLU: On Meaning, Form, and Understanding in the Age of Dataò 

Bender and Koller clarify the notion of óreal worldô and spell out in more detail how it 

features in communicative exchanges. It first appears in relation to communicative 

intents: the authors maintain that ñcommunicative intents are about something that is 

outside languageò (Bender and Koller, 2020, p. 5187, italics in the original). The 

examples given include ñOpen the window! [and] When was Malala Yousafzai born?ò (p. 

5187, italics in the original). Communicative intents ñcan also be about abstract worlds, 

e.g. bank accounts, computer file systemsò (p. 5187). These examples are quite evidently 

about something non-linguistic, in particular windows, Malala Yousafzai, bank accounts 

and computer file systems, and in this sense they could be said to be óoutsideô language. 

Bender and Koller do not mean it in this sense, though. Rather, they claim that in these 

examples, ñthe communicative intent is grounded in the real world the speaker and 

listener inhabit togetherò (p. 5187). They do not explain what ógroundingô here means, 

but they do state that this grounding is at the basis of the role óthe real worldô or óthe 

model of the real worldô performs in communicative intents. It is strange, however, that 

immediately following this assertion, the authors state that communicative intents can 

also be about ña purely hypothetical world in the speakerôs mindò (p. 5187), because a 

purely hypothetical world in the speakerôs mind does not seem to be grounded in the real 

world if ógroundingô is meant to signify a relation of reference whereby strings of marks 

are about objects in the real world. Setting this aside for the moment, the óreal worldô or 

the ómodel of the real worldô features in yet another instance, namely, linguistic systems.  

Linguistic systems ñprovid[e] a relation [é] which contains pairs (e, s) of 

expressions e and their conventional meanings sò (Bender and Koller, 2020, p. 5187). 

Conventional meanings seem to be standardised meanings, and the authors defined them 

as ñwhat is constant across all of its possible contexts of useò (p. 5187) and ñan abstract 

object that represents the communicative potential of a form, given the linguistic system 

it is drawn fromò (p. 5187). Linguistic systems also relate to the real world, which is what 

seems to be described as óoutside language.ô They say, linguistic systems ñconnec[t] 

language to objects outside of languageò (p. 5187). So, in communication, the speaker is 

ógroundingô her/his speech on the óreal worldô or the ómodel of the real worldô from two 

angles: the speaker has a communicative intent grounded in the real world, which is 

conveyed through the use of expressions of the linguistic system that itself is also 

grounded in the real world. Now, the listener shares the real world or the model of the 

real world with the speaker, and also largely (p. 5187 n 6) shares the linguistic system 



Technology and Language ʊʝʭʥʦʣʦʛʠʠ ʚ ʠʥʬʦʩʬʝʨʝ, 2023. 5(2). 40-56 

 
 

51 
soctech.spbstu.ru    

with the speaker. This twofold sharing helps the listener to retrieve the communicative 

intent of the communication.  

In order to illustrate the roles the real world or the model of the real world plays in 

communicative exchanges, Bender and Koller describe a particular scenario. In this 

scenario, two English speakers are stranded on two separate isolated islands, but luckily, 

previous inhabitants of these islands left behind telegraphs that they can use to 

communicate, and they start to use it routinely to have all kinds of conversations. 

Unbeknownst to them, an exceptionally smart octopus living underwater finds ña way to 

tap into the underwater cable and listen in on A and Bôs conversationsò (Bender and 

Koller, 2020, p. 5188). The octopus ñis very good at detecting statistical patternsò (p. 

5188), so it manages to identify numerous patterns in how A and B speak. One day, the 

octopus poses as B and responds to Aôs messages. The question the authors ask is whether 

the octopus can ñsuccessfully pose as B without making A suspicious?ò (p. 5188). The 

answer, they continue, depends on what the conversation is about: if Aôs ñutterances [é] 

have a primarily social function, and do not need to be grounded in the particulars of the 

interlocutorsô actual physical situation nor anything else specific about the real worldò (p. 

5188), then the octopus might actually manage to pull it off because in this case ñit is 

sufficient to produce text that is internally coherentò (p. 5188). If, on the other hand, Aôs 

conversation refers to something in the world, then the octopus is likely to struggle to 

produce speech that is meaningful. For example, ñA [é] is suddenly pursued by an angry 

bear. She grabs a couple of sticks and frantically asks B to come up with a way to 

construct a weapon to defend herselfò (p. 5189). This task, the authors continue, ñrequires 

the ability to map accurately between words and real-world entities (as well as reasoning 

and creative thinking). It is at this point that [the octopus] would failò (p. 5189). The 

reason for the failure is that the octopus ñhas never observed these objects, and thus would 

not be able to pick out the referent of a word when presented with a set of (physical) 

alternativesò (p. 5188). The octopus has no model of the world or experience of the real 

world A experiences, so its responses will be meaningless.  

A couple of questions could be raised here. Firstly, the reason the octopus 

statistician can only produce meaningless responses to A is that it has not experienced or 

observed the world. From this, we can conclude that observation and experience are 

crucial for the possibility of constructing a model of the world or grounding 

communications in the real world. This is, however, evidently not always the case. A 

blind person can know a lot about blue skies and be able to talk at length about them 

without ever having seen blue skies. Certainly, this person could be said to have 

experienced blue skies vicariously through others, but this person has certainly not 

observed blue skies as such. So, observation cannot be regarded as necessary for the 

possibility of having a model of the world or talking about something. Derrida discusses 

this point in relation to Husserlôs first consideration of the absence of the referent. He 

says, ñAn utterance whose object is not impossible but only possible can very well be 

made and understood without its real object (its referent) being present, either to the 

person who produced the statement or to the one who receives itò (Derrida, 1988, p. 10). 

For example, a person could say ñóThe sky is blueôò and this utterance would be 

intelligible and interpretable even if neither the speaker nor the interpreter see the sky, if 
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the speaker is mistaken or is lying. This is clearly not always the case, ñbut the structure 

of possibility of this utterance includes the capability to be formed and to function as a 

reference that is empty or cut off from its referentò (Derrida, 1988, p. 10-11). Without 

this possibility, Derrida contends, signs would not function and be readable and 

interpretable.  

Secondly, Bender and Koller maintain that communicative intents, as well as 

linguistic systems, are grounded in the real world, in the sense that words articulating 

intents and forming expressions refer to individualisable objects in the world. Bender and 

Koller are quick to make a disclaimer to the effect that this relation of reference is not a 

relation of grounding truth. They state, ñwe should be careful not to confuse 

communicative intent with ground truth about the world, as speakers can of course be 

mistaken, be intentionally dissembling, etc.ò (Bender and Koller, 2020, p. 5187). If the 

relation of reference is not a relation intended to ground the truth of statements, then it 

could be thought of as a relation of óaboutnessô in the sense that the objects usually 

defined as constituting the world can be objects of descriptions, topics of conversation, 

say. But if that is the case, then it is unclear why Bender et al. limit topics of conversation 

to objects in the real world, especially because their octopus story clearly oversteps that 

limit insofar as there are no octopuses versed in statistics that we know of and they have 

no referent in the real world. Derrida's discussion of Husserlôs second consideration of 

the absence of the referent clarifies why limiting meaningfulness to what can be referred 

to in the real world is not justified (Derrida, 1988, p. 11): Husserl analyses the ñabsence 

of the signifiedò ( in three instances: a) signs can be manipulated and intelligible without 

them referring to anything, for example, ñmathematical symbolismò (p. 11); b) ñ[c]ertain 

utterances can have meaning although they are deprived of objective significationò (p. 

11). The example Husserl gives is óthe circle is squareô. This phrase, Derrida continues, 

ñhas sufficient meaning at least for me to judge it false or contradictoryò (p. 11); c) ñwhat 

Husserl calls Sinnlosigkeit or agrammaticality. For instance, óthe green is eitherô or 

óabracadabraôò (p. 11). In these examples ñthere is no more ólogicalô languageò (Derrida, 

1988, p. 11). However, these phrases can very well be placed in contexts where they will 

be meaningful. These considerations show that communications do not have to be about 

the real world.   

Now, as noted earlier, Bender et al. talk about óthe model of the real worldó whereas 

Bender and Koller about óthe real world,ô and there are reasons to think that these 

expressions are not interchangeable. LMs and chatGPT can be said to lack a world and a 

relation with the real world in the sense that they cannot sit down on a chair or buy a train 

ticket, and so are unable to form beliefs, memories, desires, etc., about the world. Yet, 

LMs and chatGPT have huge amounts of data about the world and, in that sense, they 

could be said to have a model of the world. Insofar as the data they are trained with is not 

tested for coherence or truth, it is probable that their models of the world are not 

particularly coherent. However, neither are those of human beings, which can at best be 

described as largely coherent rather than as fully coherent.  
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RECONCEPTUALISING COMMUNICATION, UNDERSTANDING AND 

THE MODEL OF THE REAL WORLD  

A point continuously made by the authors of ñOn the Dangersò is that human beings 

are mistaken in treating their interactions with LMs as communicative exchanges. They 

regard the ñtendencyò to treat LMsô linguistic productions as meaningful as an ñillusionò 

(Bender et al., 2021, p. 616), and a ñdeceptionò (Bender and Koller, 2020, p. 5189). The 

norm against which they make these claims is the view of communication we have been 

discussing, which requires utterances to be grounded in communicative intents and the 

real world, and involves numerous cognitive processes like attributing beliefs, retrieving 

intentions, assigning meanings to words, testing their correctness, etc., which LMs clearly 

cannot do. It is worth asking, however, whether individualsô description of their 

exchanges with LMs can provide additional reason to justify a transformation of the 

concepts of communication and understanding to make room for the novel forms of 

interactions individuals are having with these new technologies.    

In an opinion piece published in Globe and Mail, Derek Ruths states, ñThe way we 

interact with ChatGPT is virtually identical to the way we communicate with people every 

dayò (Ruths, 2023). His examples are significant: ñon a screen, with a small text box, 

viewing a scrolling window of dialogue[, t]he standard ChatGPT interface looks like 

WhatsApp, SMS, Apple Messages, and every other messaging appò (Ruths, 2023). 

Indeed, the interfaces of messaging apps are basically indistinguishable from ChatGPTôs 

interface which explains why exchanges with ChatGPT feel óvirtually identicalô to many 

of the communications people have with other human beings through these apps. For 

younger generations, this kind of virtual exchanges, rather than face-to-face interactions, 

is actually the norm not only because they are digital natives, but also because they grew 

up during the COVID-19 pandemic where online communication was the predominant 

mode of communication. For these younger generations, interacting with ChatGPT does 

not ófeelô significantly different to the online interactions they have with their friends and 

relatives. And it is certainly not only younger generations that ófeelô this way. It is not 

only the similarity of ChatGPTôs interface to those of other apps that contribute to these 

feelings of similarity. There are also signs which individuals would normally interpret as 

indicating that ChatGPT is performing some cognitive activity: ñChatGPT even generates 

little thought typing bubbles while itôs working up its responseò (Ruths, 2023). Those 

bubbles also appear when a real person is typing a message, regardless of whether the 

person is actually doing any thinking.  

In this article, I have offered reasons to support changing the concept of 

communication. In particular, I argued that communicative intent should not be taken as 

a condition for the possibility of communication and understanding in communication 

because it is not always present or reliable in vast cases of communication, even in face-

to-face communication. This does not exclude intent tout court as it will be useful to 

articulate communications and orient interpretation in some cases. A similar argument 

was made regarding the real world and its grounding function. It was argued that 

communication can very well be about hypothetical and illusory objects, without 
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hampering meaningful interpretations. The article has also hinted at some possible ways 

forward, which I briefly discuss in this last section.  

We are seeking a concept of communication that does not necessarily require 

communicative intent and is not necessarily grounded in the real world. Derrida finds in 

Austinôs theory of speech acts a concept of communication that can meet these conditions 

with some modifications. He says that in Austinôs analysis, communication acts ñdo not 

designate the transference or passage of a thought-content, but, in some way, the 

communication of an original movement (to be defined within a general theory of action), 

an operation and the production of an effectò (Derrida, 1988, p. 13). The performative 

utterance, Derrida continues, ñwould be tantamount to communicating a force through 

the impetus (impulsion) of a mark.ò. Moreover, ñthe performative does not have its 

referent é outside of itself or, in any event, before and in front of itself. It does not 

describe something that exists outside of language and prior to it. It produces or 

transforms a situation, it effectsò (Derrida, 1988, p. 13). The performative utterance is 

exemplary because, in contrast to constative utterances, it does not have to transmit a 

meaning, refer to something in the world or assert some truth about objects in the world 

or state of affairs in the world.  

The original movement or operation Derrida talks about in the quotation is 

elaborated on in the first chapter of Of Grammatology, where Derrida recounts the 

transformation of the philosophical concept of language. Initially defined as a mediating 

tool between subject and world, alternatively expressing the meaning intended by the 

former or representing objects in the latter, language is reconceptualised as an operation 

of ñdemotivationò (Derrida, 1976, p. 51) and ñoverwhelmingò (p. 7) production of signs 

with various degrees of repeatability (differential force). As an operation of demotivation, 

the repetition of signs erodes any intention or reference (if there was one) constraining 

interpretation. Demotivation and overwhelming do not render signs unintelligible or 

inscrutable. Instead, by eroding the limit imposed by an intention or an object in the 

world, the operation of demotivation makes signs óoverwhelmingô in that possibilities of 

interpretation (or possibilities of understanding in communication) increase potentially to 

infinity. This proliferation of possibilities alters the world by expanding the realm of 

possible interpretations. While some interpretations may possess more óforceô than others 

at times, meaning they are more likely to become binding or authoritative, the 

overwhelming nature of signs persists as other interpretations remain possible even if they 

have less force, less chance of becoming binding or authoritative at certain times.  

The differential force of interpretations derives from such factors as the possible 

intention, the semantic context, the real context, the rules of language, past 

communicative experiences, among others. It was said that none of these elements is 

necessary for the possibility of communication and understanding, but that none of them 

is excluded either, for they are all possible factors that might contribute to tipping the 

interpretative balance in one direction or another. Earlier, I proposed that understanding 

could be defined as óthe best guess.ô The notion of óguessô is appropriate here because the 

demotivated and overwhelming character of signs challenges the idea that there is only 

one interpretation, the correct interpretation that can be easily retrieved by following a 

sure method. Without one single interpretation, the aforementioned factors can incline 
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interpreters toward one interpretation, but they donôt guarantee it. Thus, the most 

interpreters can offer is a guess, their best guess, given the factors contributing to the 

force of their interpretation. Defining understanding as the best guess would allow us to 

regard LMsô outputs as understanding, for their outputs are also a guess based on 

likelihood rather than meaning. Finally, it was suggested that although LMs lack 

experience of the real world, they could be said to have a model of the world. In their case 

and in contrast to human beings, their model of the world is not a system of beliefs related 

inferentially. Instead, it comprises the information, the data about the world with which 

they have been trained. LMsô outputs are based on this information, which, just like 

human beingsô models of the world, is more or less coherent.  

If these concepts of communication, understanding in communication, and model 

of the world are accepted, then it would be possible to reconsider the question of whether 

LMs communicate and understand in communication, and provide an affirmative answer.  

CONCLUSION 

This paper discusses Bender et al.ôs and Bender and Kollerôs concepts and 

arguments underlying their negative answer to the question of whether LMs communicate 

and understand, in particular the concept of communicative intent and model of the world 

or real world. I argued that communicative intent cannot be regarded as a condition for 

the possibility of communication because it is absent or unreliable in vast cases of 

communication. I also argued that communication and understanding need not be 

grounded in the real world if that implies limiting communication to what can be referred 

to in the real world. Having discarded the necessity, although not the possibility, of these 

two factors, alternative concepts of communication and understanding were elaborated. 

Drawing from Derridaôs discussion of Austinôs speech act theory and his own philosophy, 

the alternative concepts of communication and understanding retain the idea of 

communication as transmitting and affecting. Yet, what is transmitted is an operation of 

demotivation and overwhelming of possible interpretations with differential forces. 

Understanding was defined as the best guess rather than as retrieving the correct 

interpretation, which is aided by a model of the world defined as more or less coherent 

information. Armed with these concepts, the paper advances an affirmative answer to the 

question of whether LMs communicate and understand.    
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Abstract 
In a dialog with large language models (LLM) there is a coincidence of the addressee and addressee of the 

message, so such a dialog can be called autocommunication. A neural network can only answer a question 

that has a formulation. The question is formulated by the one who asks it, i.e. a human being. Human 

activity in dialog with neural networks provokes thoughts about the nature of such dialog. Composing 

prompts is one of the most creative parts of dialog with neural networks. But it is worth noting that a neural 

network is often better at composing prompts than a human. Does this mean that humans need to develop 

their questioning skills? In LLM-based dialog systems, the main value to the user is the ability to clarify 

and structure their own thoughts. The structuring of thoughts happens through questioning, through 

formulating and clarifying questions. Asking the right question is practically answering that question. Thus, 

thanks to autocommunication, the development, transformation, and restructuring of the human "I" itself 

takes place. Dialogue with large linguistic models acts as a discursive practice that allows people to 

formulate their own thoughts and transform their self through autocommunication. It is worth noting that 

for this kind of dialog, a certain image of the audience is normative or determinative of the material that 

can be produced in response to a given question. This is because the data for model training is provided by 

people, even if they do not and have never thought about it. Thus, a dialogic relationship develops between 

the generated text and the questioning audience that develops all participants in the communication. 
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ɸʥʥʦʪʘʮʠʷ 
ɺ ʜʠʘʣʦʛʝ ʩ ʙʦʣʴʰʠʤʠ ʷʟʳʢʦʚʳʤʠ ʤʦʜʝʣʷʤʠ (LLM) ʧʨʦʠʩʭʦʜʠʪ ʩʦʚʧʘʜʝʥʠʝ ʘʜʨʝʩʘʪʘ ʠ ʘʜʨʝʩʘʥʪʘ 

ʩʦʦʙʱʝʥʠʷ, ʧʦʵʪʦʤʫ ʪʘʢʦʡ ʜʠʘʣʦʛ ʤʦʞʥʦ ʥʘʟʚʘʪʴ ʘʫʪʦʢʦʤʤʫʥʠʢʘʮʠʝʡ. ʅʝʡʨʦʩʝʪʴ ʤʦʞʝʪ ʦʪʚʝʪʠʪʴ 

ʪʦʣʴʢʦ ʥʘ ʚʦʧʨʦʩ, ʠʤʝʶʱʠʡ ʬʦʨʤʫʣʠʨʦʚʢʫ. ʌʦʨʤʫʣʠʨʫʝʪ ʚʦʧʨʦʩ ʪʦʪ, ʢʪʦ ʩʧʨʘʰʠʚʘʝʪ ð ʪʦ ʝʩʪʴ, 

ʯʝʣʦʚʝʢ. ɸʢʪʠʚʥʦʩʪʴ ʯʝʣʦʚʝʢʘ ʚ ʜʠʘʣʦʛʝ ʩ ʥʝʡʨʦʩʝʪʷʤʠ ʧʨʦʚʦʮʠʨʫʝʪ ʥʘ ʨʘʟʤʳʰʣʝʥʠʷ ʦ ʧʨʠʨʦʜʝ 

ʪʘʢʦʛʦ ʜʠʘʣʦʛʘ. ʉʦʩʪʘʚʣʝʥʠʝ ʧʨʦʤʧʪʦʚ ʷʚʣʷʝʪʩʷ ʦʜʥʦʡ ʠʟ ʩʘʤʳʭ ʪʚʦʨʯʝʩʢʠʭ ʯʘʩʪʝʡ ʦʙʱʝʥʠʷ 

ʩ ʥʝʡʨʦʩʝʪʷʤʠ. ʅʦ, ʩʪʦʠʪ ʦʪʤʝʪʠʪʴ, ʯʪʦ ʥʝʡʨʦʩʝʪʴ ʟʘʯʘʩʪʫʶ ʣʫʯʰʝ ʩʧʨʘʚʣʷʝʪʩʷ ʩ ʩʦʩʪʘʚʣʝʥʠʝʤ 

ʧʨʦʤʧʪʦʚ, ʯʝʤ ʯʝʣʦʚʝʢ. ɿʥʘʯʠʪ ʣʠ ʵʪʦ, ʯʪʦ ʯʝʣʦʚʝʢʫ ʥʝʦʙʭʦʜʠʤʦ ʨʘʟʚʠʚʘʪʴ ʩʚʦʠ ʥʘʚʳʢʠ 

ʚʦʧʨʦʰʘʥʠʷ? ɺ ʜʠʘʣʦʛʦʚʳʭ ʩʠʩʪʝʤʘʭ, ʧʦʩʪʨʦʝʥʥʳʭ ʥʘ LLM, ʦʩʥʦʚʥʦʡ ʮʝʥʥʦʩʪʴʶ ʜʣʷ ʧʦʣʴʟʦʚʘʪʝʣʷ 

ʷʚʣʷʝʪʩʷ ʚʦʟʤʦʞʥʦʩʪʴ ʧʨʦʷʩʥʠʪʴ ʠ ʩʪʨʫʢʪʫʨʠʨʦʚʘʪʴ ʩʦʙʩʪʚʝʥʥʳʝ ʤʳʩʣʠ. ʉʪʨʫʢʪʫʨʠʨʦʚʘʥʠʝ 

ʤʳʩʣʝʡ ʧʨʦʠʩʭʦʜʠʪ ʯʝʨʝʟ ʚʦʧʨʦʰʘʥʠʝ, ʯʝʨʝʟ ʬʦʨʤʫʣʠʨʦʚʢʫ ʠ ʫʪʦʯʥʝʥʠʝ ʚʦʧʨʦʩʦʚ. ɿʘʜʘʪʴ 

ʧʨʘʚʠʣʴʥʳʡ ʚʦʧʨʦʩ ï ʵʪʦ ʫʞʝ ʧʨʘʢʪʠʯʝʩʢʠ ʦʪʚʝʪʠʪʴ ʥʘ ʵʪʦʪ ʚʦʧʨʦʩ. ʊʘʢʠʤ ʦʙʨʘʟʦʤ, ʙʣʘʛʦʜʘʨʷ 

ʘʫʪʦʢʦʤʤʫʥʠʢʘʮʠʠ ʧʨʦʠʩʭʦʜʠʪ ʨʘʟʚʠʪʠʝ, ʪʨʘʥʩʬʦʨʤʘʮʠʷ, ʧʝʨʝʩʪʨʦʡʢʘ ʩʘʤʦʛʦ ñʗò ʯʝʣʦʚʝʢʘ. ɼʠʘʣʦʛ 

ʩ ʙʦʣʴʰʠʤʠ ʣʠʥʛʚʠʩʪʠʯʝʩʢʠʤʠ ʤʦʜʝʣʷʤʠ ʚʳʩʪʫʧʘʝʪ ʜʠʩʢʫʨʩʠʚʥʦʡ ʧʨʘʢʪʠʢʦʡ, ʧʦʟʚʦʣʷʶʱʝʡ ʣʶʜʷʤ 

ʬʦʨʤʫʣʠʨʦʚʘʪʴ ʩʚʦʠ ʩʦʙʩʪʚʝʥʥʳʝ ʤʳʩʣʠ ʠ ʪʨʘʥʩʬʦʨʤʠʨʦʚʘʪʴ ʩʚʦʝ ñʗò ʯʝʨʝʟ ʘʫʪʦʢʦʤʤʫʥʠʢʘʮʠʶ. 

ʉʪʦʠʪ ʦʪʤʝʪʠʪʴ, ʯʪʦ ʜʣʷ ʪʘʢʦʛʦ ʜʠʘʣʦʛʘ ʦʧʨʝʜʝʣʝʥʥʳʡ ʦʙʨʘʟ ʘʫʜʠʪʦʨʠʠ ʷʚʣʷʝʪʩʷ ʥʦʨʤʠʨʫʶʱʠʤ ʠʣʠ 

ʦʧʨʝʜʝʣʷʶʱʠʤ ʪʦʪ ʤʘʪʝʨʠʘʣ, ʢʦʪʦʨʳʡ ʤʦʞʥʦ ʧʦʣʫʯʠʪʴ ʚ ʦʪʚʝʪ ʥʘ ʟʘʜʘʥʥʳʡ ʚʦʧʨʦʩ. ʕʪʦ ʧʨʦʠʩʭʦʜʠʪ 

ʧʦʪʦʤʫ, ʯʪʦ ʜʘʥʥʳʝ ʜʣʷ ʦʙʫʯʝʥʠʷ ʤʦʜʝʣʝʡ ʧʨʝʜʦʩʪʘʚʣʷʶʪ ʣʶʜʠ, ʜʘʞʝ ʝʩʣʠ ʦʥʠ ʥʝ ʟʘʜʫʤʳʚʘʶʪʩʷ ʠ 

ʥʠʢʦʛʜʘ ʥʝ ʟʘʜʫʤʳʚʘʣʠʩʴ ʦʙ ʵʪʦʤ. ʊʘʢʠʤ ʦʙʨʘʟʦʤ, ʤʝʞʜʫ ʛʝʥʝʨʠʨʫʝʤʳʤ ʪʝʢʩʪʦʤ ʠ ʚʦʧʨʦʰʘʶʱʝʡ 

ʘʫʜʠʪʦʨʠʝʡ ʩʢʣʘʜʳʚʘʶʪʩʷ ʜʠʘʣʦʛʠʯʝʩʢʠʝ ʦʪʥʦʰʝʥʠʷ, ʢʦʪʦʨʳʝ ʨʘʟʚʠʚʘʶʪ ʚʩʝʭ ʫʯʘʩʪʥʠʢʦʚ 

ʢʦʤʤʫʥʠʢʘʮʠʠ. 
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INTRODUCTION  

Communication with a neural network is a personôs communication with oneself 

because a neural network can only answer a formulated question, a question that is asked 

to it in one form or another. It would be simplistic to say that we as humans lose something 

important from communicating with Large Linguistic Models (LLMs). Rather, we are 

entering into a dialogue of a different quality, of a different order. What are the specific 

features of this dialogue? What is the scope of this dialogue? There is no doubt that 

written or oral communication with neural networks raises reflections on the nature of 

communication, authorship, and identity. 

A new way to ask questions to neural networks can be presented as 

autocommunication when the addressee and sender of the message coincide. At the same 

time, if earlier autocommunication was manifested in channels created according to the 

ñI  ï Iò model, today we see that in social networks, and even more so in dialogue systems 

created based on neural networks, channels that were initially created are used for 

autocommunication for communication according to the ñI ï Heò model. For example, 

the interactive chatbot model itself initially assumes that the user communicates with 

some external authority, receives information, and answers queries. And in the case of 

dialogue systems created based on neural networks, the main value for the user is the 

opportunity to clarify their own thoughts and structure them. 

Using generated text as your own is an inherently disastrous idea. First, any large 

linguistic model often produces very dense text as its answer. This is a kind of wall of 

text that you canôt get close to. The wall of text is too correct, overly correct, annoyingly 

correct. A person does not write so precisely, does not thoroughly clarify every detail. A 

person writes unevenly ï and the text is ñliving,ò ñbreathing.ò And the reader feels this, 

even if he cannot explain what exactly in the generated text confuses him. Accordingly, 

he weakens his attention and stops visiting those resources where a large amount of 

generated text is posted. Respecting and retaining their readers and users, many large 

companies place mentions that this text (or picture) was generated by artificial 

intelligence systems. And such a practice becomes a practice of good form for the entire 

society. We should note that a legal problem arises here: who is the owner of the generated 

texts. Ideas are being expressed and bills are being proposed regarding mandatory 

labeling of content created by a neural network. 

Secondly, we know many examples where neural networks produced 

hallucinations. The picture of the world loaded through data into the model is not capable 

of being completely consistent, nor is it endowed with the ability to automatically adjust 

displacements and distortions. Thirdly, the texts of neural networks are full of words that 

are characteristic of those people who acted as instructors for neural networks and created 

the rules by which the neural network then began to produce answers. 

Autocommunication in relation to neural networks is expressed in the fact that a 

person formulates a question, already assuming a certain answer. The answer may not be 

about the facts, but about the very structure of the answer: there is some expectation, 

otherwise it would be very difficult to formulate the question. 
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We can say that dialogue with larger linguistic patterns is a kind of discursive 

practice that allows people to formulate their own thoughts. Most often, this practice is 

used not to formulate finished texts, but, for example, to formulate some sketches or 

references that may change in the future. 

LITERATURE REVIEW  

In the 1960s Roman Jakobson proposed to give a key role in communication to 

language, as well as to understand communication as a speech event (Jakobson, 1985). 

Any message is created and interpreted using a code ï language, while the transmission 

of messages takes place in the field of discourse, in the context of other received and 

transmitted messages. This model of communication by Jacobson was challenged by Yuri 

Lotman, pointing out that two people cannot have absolutely identical codes, and 

language should be understood as a code along with its history (Nazarchuk, 2009). Text 

by Lotman considers it as a substrate of communication, in which a meeting of many 

codes and communicants occurs. 

The concept of sign is important for the semiotic approach. Ferdinand de Saussure 

(1977) considered a sign as a two ï way mental formation that connects a concept 

(signified) and an acoustic image (signifier). For further research, Saussure's idea about 

the systemic nature of language and other communication systems turned out to be 

extremely important ï the meaning is supported by the mutual connection of all elements 

of the system. Edward Sapir (1993) made a distinction between primary processes, 

communicative in nature: language, gestures, etc., and some secondary means that 

facilitate the communication process: linguistic transformations, the creation of physical 

conditions for the implementation of a communicative act. 

Foreign researchers call autocommunication or internal dialogue the term ñinner 

speech.ò Thus, Hubert Hermans proposes the concept of the dialogical structure of the 

ñIò (Hermans, 2014). The human ñIò as a dialogue of various ñI ï positionsò is formed in 

dialogue with significant others. Hermans rethinks Mikhail Bakhtin's concept of 

polyphonic consciousness through narratives. He notes that independent ñI ï positions,ò 

which represent both participants in social relations and express various parts of personal 

consciousness, give rise to corresponding memories or stories (narratives). 

Victoria Izmagurova (2015) defines internal dialogue as ña mechanism of 

interaction between semantic positions of consciousness. Semantic positions are the 

personal and (or) emotional relationships of the subject to significant events, 

circumstances, people, relationships, recorded in the form of relatively stable semantic 

formations.ò Semantic positions can be defined and designated ï they are important for 

the development of a personôs ñI,ò as well as for its transformation if necessary. 

A paper by Lotman (1973/2000) ñOn two models of communication in the cultural 

systemò describes the concept of ñautocommunication.ò Lotman distinguishes between 

ñordinaryò communication that occurs in the ñI ï Heò system and autocommunication 

that occurs in the ñI ï Iò system. The ñI ï Iò system works on the activity of the subject. 

Thanks to this system, development, transformation, restructuring of the ñIò itself occurs. 
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In addition to the fact that thinking occurs within the framework of autocommunication, 

the message itself acquires a new meaning, as the conditions of its transmission change. 

The text generates new meanings, and therefore needs heterogeneity, foreignness, 

an interlocutor, and dialogue. It is worth noting that we understand ñtextò here in the 

broadest sense. 

The text even rearranges its immanent structure, adapting to the audience. The 

reverse process is also possible ï the process of a qualitative change in human 

consciousness. The essence of the text is the emergence of new meanings in the readerôs 

mind. And also a change in the readerôs consciousness in the process of working with the 

text. Similarly, the child develops, receiving impulses from the world around him, 

processing information formatted in texts. 

Lotman (1992) calls both the text and the person a ñsemiotic system.ò The semiotic 

system develops through the absorption and processing of new and new texts. To produce 

texts, you need to constantly perceive other people's texts. A question may arise about the 

very first text, and Lotman answers it by drawing an analogy with chemical science. As 

in chemistry, it is important to distinguish between genesis factors and ñcatalystsò that 

trigger the mechanism of text development. 

Can LLMs that are popular today be called semiotic systems? Without a doubt. Can 

we call the human ï machine systems that include us, these chatbots themselves, the 

research questions that arise between us, semiotic systems? Probably yes. And, moreover, 

a semiosphere is formed that encodes and recodes itself and the texts that touch it. 

Semiosphere by Lotman (1996) is a special communication space, which includes 

not only the sum of languages, but also the sociocultural field of their functioning. The 

image of the audience contained in the text is a normalizing code for it. Let's take 

instructions for a certain technical device and a literary text, a novel. Both texts are just 

text. But they cannot be compared in several other parameters. These are different texts, 

fundamentally different texts. And it's not just a matter of different conceptual languages, 

but also a difference in audience expectations. The expectations of the audience shape the 

responsibility that we resolutely place on the LLM, entrusting her with our deepest secrets 

as if we were a random fellow traveler on a train. 

We usually assign responsibility for the text to the author of this text. But, as 

mentioned above, the generated text does not have an author. In any case, now the legal 

doctrine does not have a clear opinion regarding the legal status of generated texts and 

images. 

Michel Foucaultôs idea of the author function can be projected onto what is 

happening today with neural networks. The problem of the ñauthorò function and the 

ñdeath of the subjectò has received various names: ñdeath of the authorò, 

ñdepersonalization theory,ò ñdecentrationò of the subject. The concept of the ñdeath of 

the authorò was directed against the figure of the autonomous independent and 

authoritarian author. Foucault says that modern writing is indifferent to the author, the 

individual characteristics of the writing subject are erased: ñthe creation, whose task was 

to bring immortality, has now received the right to be the murderer of the authorò 

(Foucault, 1996, p. 14). Roland Barthes (1994) speaks about the concept of ñwritingò this 
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way: ñwriting is that area of uncertainty, heterogeneity and evasiveness where traces of 

our subjectivity are lost.ò 

The concept of ñauthorò as an individualizing force has changed historically. At a 

speech at a meeting of the French Philosophical Society on February 22, 1969, Foucault 

said: ñThe concept of the author constitutes an important moment of individualization in 

the history of ideas, knowledge, literature, as well as in the history of philosophy and 

sciencesò (Foucault, 1996, p. 12). A new episteme emerges at the end of the 18th and 

beginning of the 19th centuries, when the first copyright laws were adopted. If before the 

invention of printing the author did not recognize himself as the creator of something 

new, and, moreover, felt himself in a cultural tradition, then after the invention of printing 

the author began to feel like an autonomous independent person, and perceive his work 

as a continuation of his personality. Dmitry Likhachev (1971) calls the coloring of the ñIò 

the impersonal tones of the era ï ñliterary etiquette.ò Such literary etiquette is inevitable 

for any author of any era (regardless of whether this ñliterary etiquetteò calls for the 

renunciation of oneôs authorial position or, conversely, for the affirmation of such). 

The author's name ñprovides a classification function; such a name makes it 

possible to group a number of texts, differentiate them, exclude some from their number 

and contrast them with othersò (Foucault, 1996, p. 21). And the name of the author 

characterizes ña certain way of being of discourseò. Foucault understands the term 

ñdiscourseò (ñdiscursive practicesò) as a way of speaking, as a stylistic specificity. 

It is important to note that discourses that carry the author function are objects of 

appropriation. The author is a projection of the processing to which texts are subjected. 

The ñauthorò function is the result of a complex operation that constitutes the author. But 

the ñauthorò function is not just a reconstruction, because the text contains a certain 

number of signs referring to the author (verb conjugations, adverbs of time and place, 

personal pronouns. So modern LLMs are based on similar principles. 

Simultaneously with the advent of the first copyright laws and the emergence of the 

romantic concept of a willful and authoritarian author protecting the fruits of his creativity 

legally through the concept of intellectual property, a concept was emerging that affirmed 

the importance of the public domain and the right to free access to knowledge. The theory 

of the common good does not aim to deny intellectual property rights as a phenomenon 

but finds other ontological roots of copyright ï protecting the right of society to free 

access to knowledge (Kartasheva, 2023). 

The ability to understand or assimilate new knowledge is as important an ability as 

the ability to create new things. ñThe modern episteme, which was formed at the end of 

the 18th century and still serves as a positive basis for our knowledge, that episteme in 

which a certain special way of human existence and the possibility of its empirical 

knowledge took shape ï  all of it assumed the disappearance of Discourse and its 

monotonous dominance, the shift of language towards objectivity and its new 

manifestation in all its diversityò (Foucault, 1977). One of the meanings of discourse is 

understanding it as the ability to dissect mental representations. 

Foucault speaks about the objectivity of language, and this observation is especially 

true regarding scientific language, where the existing rules of reasoning and theory 

construction lead the researcherôs thought along with them. It is worth noting that the idea 
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of intellectual property is perceived differently in the scientific community (as well as 

among inventors) and among writers who professionally work with words. If the latter 

create with the help of inspiration and the greatest advantage of a literary work is its 

uniqueness, originality, and dissimilarity from others, then in the scientific community it 

is important to rely on predecessors, make accurate references to other authors and 

carefully collect and process extensive factual material. 

THE METHODS  

Autocommunication is associated with any act of authorship since every text carries 

a message. This message may be a message to oneself, and the transmission of the 

message may cause a restructuring of one's personality structure. Within the framework 

of the semiotic approach to communication, Lotman (1992) distinguishes two types of 

speech activity. If the first is addressed to an abstract interlocutor and has the largest 

possible amount of memory, then the second is addressed to a specific interlocutor and 

has a type of memory peculiar to him. ñA language for everyoneò is contrasted with ña 

language for oneself.ò 

When we correspond with a person, we are inside the ñlanguage for everyoneò. But 

now of correspondence with a chatbot, we find ourselves inside the ñlanguage for 

ourselvesò system. The fact that we do not perceive LLM as equal to ourselves, not having 

a physical form and not working without initiation from a person ï all this leads us into 

the field of autocommunication, dialogism in the form of ñI ï I.ò 

In the case of popular chatbots, the dialogical nature of these relationships develops 

in time and in the space of the necessary tasks that need to be solved by one or another 

person. As higher education teachers, we may criticize students for turning to chatbots 

and neural networks when writing their dissertations, but we do not show them the 

important action where this type of dialogue can be useful. We could explain to students 

that leaving text writing to neural networks is equivalent to them voluntarily throwing out 

the most interesting things from their lives. But at the same time, entering dialogues with 

the neural network, experimenting, and partly even provoking your own thoughts with 

such dialogues is permissible and quite encouraged. To train your skills, to find weak 

points in the argument, for ñreferences.ò For these purposes, chatbots with neural 

networks are very useful. This type of communication can be called autocommunication. 

It should be noted that standard answers to standard questions cannot lead to any 

breakthrough solutions. A neural network can only output what was or is. And this 

undoubtedly determines (or will determine) perception. We can say that the text shapes 

the audience in its own image; ña dialogical relationship develops between the text and 

its audienceò (Lotman, 1992). The dialogical relationship between text and audience is 

characterized by shared memory. What is shared memory? The audience has knowledge, 

memory of past events, a special language ï all this is common memory, common 

discourse, common background. This shared memory is asserted in the neural network's 

responses. Even distortions and biases in responses occur due to reliance on distorted 

training data. Not only do we inevitably learn and develop through dialogue with chatbots, 
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but we also participated and are participating in the training of these neural networks 

themselves. 

A person who is just starting to ask questions to a neural network often encounters 

a situation where it is very difficult for him to find the right word order to get the final 

result. There are guides on promting (Best practices for prompt engineering with the 

OpenAI API, n.d.; Prompt Library, n. d), which help formulate the request so that the 

neural network can give the desired answer. 

There are several techniques that help improve the output of neural networks. For 

example, there is such a technology as chaining, when the response from the LLM is fed 

to its input, but with a different prompt command in the style of ñfind the problems of 

this approach.ò On the one hand, this strategy greatly slows down the achievement of 

results, on the other hand, it allows you to solve problems of a very high level. And there 

are many techniques that hack the defenses of neural networks and try to force them to 

give the wrong answer. In addition, there are sites that help you write prompts. For 

example, ChatGPT cannot yet read Google Docs even in browser mode. Or it is very 

inconvenient to send content that does not fit in one message (more than the proposed 

context window, although the latter is constantly increasing). Various services (Chatgpt ï 

prompt ï splitter, n.d.) help in solving such difficult problems, helping to better formulate 

the question to get the desired result. Even though composing prompts is one of the most 

creative parts of communicating with neural networks, it is also worth noting that a neural 

network can do a better job of composing prompts than a person, since it can try out more 

possible options. 

This article does not contain even single sentence generated by a neural network. 

But during the work on the article, there was constant testing and verification of the 

problems raised in dialogue with the chatbot, which helped to better formulate the 

hypotheses discussed in this article. It should be noted that this kind of dialogue is 

especially useful at the initial stage when hypotheses are just being formulated. 

Prompting as a technology of dialogue with neural networks is based not only on 

the art of asking questions. The image of the audience contained in the text is a 

normalizing code for it. And the context clarifies the field in which you need to look for 

answers. This is the basis of the technology of role models, which is very often used when 

formulating queries to a neural network. An example of this use: ñImagine that you are a 

social researcher working at a university. Your task is to create a series of questions that 

could be asked to respondents on such and such a topic. Below, describe the criteria for 

selecting questions and rank the questions according to these criteria in the table.ò Thus, 

the acquired role sets the normalizing code and determines the response received. But to 

define a role, a person needs to understand the specifics of this role, which is impossible 

without complete immersion in a certain field of activity. Thus, a dialogic relationship 

develops between the generated text and the questioning audience, which develops all 

participants in communication. 
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EXPECTED OUTCOMES 

A person formulates a question for a neural network, already assuming a certain 

answer. During autocommunication with LLM, a person must have an expectation of the 

desired answer, otherwise it is difficult to formulate a question. And this assumption and 

expectation is fixed in the structure of the prompt, so prompting as the art of asking 

questions acquires particular importance. 

But people are not used to asking questions, already assuming answers to their 

questions. People ask differently: if they donôt know something but want to find out in a 

conversation with a knowledgeable expert or by searching through a huge database, which 

is essentially the Internet as such. So, while writing prompts is quite a creative job, 

sometimes another neural network can do the job better, creating ensembles of models. 

If search engines offer a variety of options, then the neural networkôs answers are 

verified, presumably error ï free... and have no alternative. The peremptory nature of the 

neural networkôs responses is corrected by chaining technology, when we further clarify 

the criteria for the received answer and ask the neural network to evaluate the answer 

given to us. 

The search mechanism is changing. The idea of searching and the idea of 

questioning is undergoing changes. And, therefore, the idea of dialogue. The subject of 

this article is not to restore the significance of the technology of Socratic dialogue but 

mention of this type of dialogue will be an important addition to what is said above. 

Thanks to autocommunication, development, transformation, restructuring of a 

personôs ñIò occurs, which is an enriching practice. It is important to pose and consistently 

solve the problem of developing human thinking abilities. 

The semiosphere, made up of human ï machine systems including humans, 

chatbots, research questions, and more, encodes texts in a specific way. Humanity looks 

into the mirror of neural networks and sees reflection of humanity there. 

Dialogue with larger linguistic patterns, as a discursive practice that allows people 

to formulate their own thoughts, can be used as a practice for formulating outlines or 

references for further work. The practice of autocommunication can be very effective for 

both social research and general audiences. But while people look at dialogue with neural 

networks as a standard dialogue in which there is a question and there is a correct answer, 

then these opportunities are not used. 
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ɸʥʥʦʪʘʮʠʷ 
ʈʘʟʚʠʪʠʝ ʩʦʚʨʝʤʝʥʥʳʭ ʮʠʬʨʦʚʳʭ ʪʝʭʥʦʣʦʛʠʡ ʧʨʠʚʦʜʠʪ ʢ ʛʣʫʙʦʯʘʡʰʝʡ ʤʦʜʠʬʠʢʘʮʠʠ ʯʝʣʦʚʝʯʝʩʢʦʛʦ 

ʠʥʪʝʣʣʝʢʪʘ. ɸʚʪʦʨʳ ʠʩʭʦʜʷʪ ʠʟ ʪʦʛʦ, ʯʪʦ ʵʪʘ ʤʦʜʠʬʠʢʘʮʠʷ ʜʦʣʞʥʘ ʠʟʫʯʘʪʴʩʷ ʚ ʨʘʤʢʘʭ ʦʩʦʙʦʡ 

ʨʘʟʥʦʚʠʜʥʦʩʪʠ ʬʝʥʦʤʝʥʦʣʦʛʠʠ ï ʮʠʬʨʦʚʦʡ ʬʝʥʦʤʝʥʦʣʦʛʠʠ, ʠʩʩʣʝʜʫʶʱʝʡ ʩʪʨʫʢʪʫʨʳ ʩʦʟʥʘʥʠʷ 

ʩʦʚʨʝʤʝʥʥʦʛʦ ñʪʝʭʥʦʛʝʥʥʦʛʦ ʩʫʙʲʝʢʪʘò. ɺ ʩʚʦʝ ʚʨʝʤʷ ʘʚʪʦʨʳ ʫʞʝ ʦʙʩʫʞʜʘʣʠ ʢʦʥʮʝʧʮʠʶ 

ʪʨʘʥʩʬʦʨʤʘʮʠʠ ʯʝʣʦʚʝʯʝʩʢʦʛʦ ʠʥʪʝʣʣʝʢʪʘ ʧʦʜ ʚʣʠʷʥʠʝʤ ʮʠʬʨʦʚʳʭ ʪʝʭʥʦʣʦʛʠʡ. ɹʳʣʦ ʧʦʢʘʟʘʥʦ, ʯʪʦ 
ʚ ʨʝʟʫʣʴʪʘʪʝ ʵʪʦʛʦ ʚʣʠʷʥʠʷ ʧʨʦʠʩʭʦʜʠʪ ʚʠʨʪʫʘʣʠʟʘʮʠʷ ʘʬʬʝʢʪʘ: ʧʦʩʣʝʜʥʠʡ ʦʪʨʳʚʘʝʪʩʷ ʦʪ ʝʛʦ 

ʣʦʢʘʣʴʥʦʛʦ ʧʨʦʷʚʣʝʥʠʷ ʚ ʪʝʣʝ ʯʝʣʦʚʝʢʘ ʠ ʥʘʯʠʥʘʝʪ ʩʫʱʝʩʪʚʦʚʘʪʴ ʚ ʬʦʨʤʝ ʤʘʪʝʨʠʘʣʴʥʳʭ ʠ 

ʵʥʝʨʛʝʪʠʯʝʩʢʠʭ ʧʨʦʮʝʩʩʦʚ ʚ ʮʠʬʨʦʚʦʡ ʠʥʬʨʘʩʪʨʫʢʪʫʨʝ. ɺ ʨʝʟʫʣʴʪʘʪʝ, ʧʨʦʩʪʨʘʥʩʪʚʦ ʠ ʚʨʝʤʷ, 

ʢʘʪʝʛʦʨʠʠ ʨʘʩʩʫʜʢʘ, ʧʨʦʜʫʢʪʠʚʥʦʝ ʚʦʦʙʨʘʞʝʥʠʝ ʥʘʯʠʥʘʶʪ ʚʳʩʪʫʧʘʪʴ ʚʦ ʚʩʝ ʙʦʣʴʰʝʡ ʩʪʝʧʝʥʠ ʢʘʢ 

ʬʫʥʢʮʠʠ ʥʝ ʯʝʣʦʚʝʢʘ, ʘ ʤʦʙʠʣʴʥʳʭ ʫʩʪʨʦʡʩʪʚ ʠ ʮʠʬʨʦʚʦʡ ʠʥʬʨʘʩʪʨʫʢʪʫʨʳ. ʎʝʣʴʶ ʜʘʥʥʦʡ ʩʪʘʪʴʠ 

ʷʚʣʷʝʪʩʷ ʦʙʩʫʞʜʝʥʠʝ ʚʦʟʤʦʞʥʦʩʪʝʡ ʮʠʬʨʦʚʦʡ ʬʝʥʦʤʝʥʦʣʦʛʠʠ ʧʨʠ ʠʩʩʣʝʜʦʚʘʥʠʠ ʢʦʤʤʫʥʠʢʘʮʠʠ 

ʪʝʭʥʦʛʝʥʥʦʛʦ ʩʫʙʲʝʢʪʘ. ʄʝʪʦʜʦʣʦʛʠʯʝʩʢʠʤ ʦʩʥʦʚʘʥʠʝʤ ʠʩʩʣʝʜʦʚʘʥʠʷ ʷʚʣʷʝʪʩʷ 

ʬʝʥʦʤʝʥʦʣʦʛʠʯʝʩʢʠʡ ʧʦʜʭʦʜ, ʙʣʘʛʦʜʘʨʷ ʢʦʪʦʨʦʤʫ ʩʨʘʚʥʠʚʘʶʪʩʷ ʘʨʭʝʪʠʧʳ ʢʣʘʩʩʠʯʝʩʢʦʛʦ 

ʠʥʪʝʣʣʝʢʪʘ ʠ ʪʝʭʥʦʛʝʥʥʦʡ ʩʫʙʲʝʢʪʠʚʥʦʩʪʠ, ʢʦʪʦʨʳʝ ʦʢʘʟʳʚʘʶʪ ʦʧʨʝʜʝʣʷʶʱʝʝ ʚʣʠʷʥʠʝ ʥʘ 

ʩʦʜʝʨʞʘʥʠʝ ʢʦʤʤʫʥʠʢʘʮʠʠ. ʇʦʢʘʟʘʥʦ, ʯʪʦ ʩʦʟʥʘʥʠʝ ʢʘʢ ʯʠʩʪʘʷ ʥʘʧʨʘʚʣʝʥʥʦʩʪʴ ʤʦʞʝʪ ʧʨʝʪʝʨʧʝʚʘʪʴ 

ʮʠʬʨʦʚʫʶ ʤʦʜʠʬʠʢʘʮʠʶ, ʧʦʩʢʦʣʴʢʫ ʤʠʨ ʧʨʠʤʦʨʜʠʘʣʴʥʳʭ ʦʙʲʝʢʪʦʚ ʦʪʢʨʳʚʘʝʪʩʷ ʧʦʩʨʝʜʩʪʚʦʤ 

ʪʝʣʝʩʥʦʛʦ ʦʧʳʪʘ. ʂʦʥʩʪʠʪʫʠʨʦʚʘʥʠʝ ʞʝ ʯʝʣʦʚʝʯʝʩʢʦʛʦ ʪʝʣʘ ʩʦʚʨʝʤʝʥʥʦʛʦ ʯʝʣʦʚʝʢʘ ʦʩʫʱʝʩʪʚʣʷʝʪʩʷ 

ʥʝ ʚ ʛʨʘʥʠʮʘʭ ʥʝʧʦʩʨʝʜʩʪʚʝʥʥʦ ʯʫʚʩʪʚʝʥʥʦʛʦ ʦʧʳʪʘ, ʘ ʚʢʣʶʯʘʝʪ ʚ ʩʝʙʷ ʧʨʦʜʦʣʞʝʥʠʝ ʦʨʛʘʥʦʚ ʪʝʣʘ ʚ 

ʮʠʬʨʦʚʳʭ ʫʩʪʨʦʡʩʪʚʘʭ. ʆʩʦʙʝʥʥʦʩʪʠ ʞʝ ñʷʟʳʢʘò ʵʪʠʭ ʫʩʪʨʦʡʩʪʚ ʦʧʨʝʜʝʣʷʶʪ ʯʝʣʦʚʝʯʝʩʢʠʝ 

ʷʟʳʢʦʚʳʝ ʧʨʘʢʪʠʢʠ. ʊʘʢʠʤ ʦʙʨʘʟʦʤ, ʤʳ ʬʠʢʩʠʨʫʝʤ ʫʞʝ ʥʝ ʚʧʦʣʥʝ ʯʝʣʦʚʝʯʝʩʢʠʡ ʠʥʪʝʣʣʝʢʪ ʠ ʥʝ 

ʚʧʦʣʥʝ ʯʝʣʦʚʝʯʝʩʢʫʶ ʢʦʤʤʫʥʠʢʘʮʠʶ ï ʠ ʪʦ ʠ ʜʨʫʛʦʝ ʩʫʱʝʩʪʚʝʥʥʦ ñʘʨʪʠʬʠʮʠʨʫʝʪʩʷò. ʅʘʤʝʯʝʥʘ 

ʧʝʨʩʧʝʢʪʠʚʘ ʫʛʣʫʙʣʝʥʥʳʭ ʠʩʩʣʝʜʦʚʘʥʠʡ ʚ ʦʙʣʘʩʪʠ ʮʠʬʨʦʚʳʭ ʛʫʤʘʥʠʪʘʨʥʳʭ ʥʘʫʢ. 
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INTRODUCTION  

Phenomenology is known to have two key methods at its disposal ï intuition and 

phenomenological reduction. Intuition captures self-evidences where self-evidences are 

the key criteria for the existence of being in the classical philosophical tradition. The fact 

that a human being has intelligence and participates in communication is seen to be an 

example of these evidences. Here, however, the question presents itself: how far do 

intelligence and communication truly belong to a human being these days? The 

hypothesis of the research is that digital transformation which gave large language models 

and talking gadgets has significantly modified the intelligence of human beings per se. 

This human being is a technogenic subject that is utterly different from the archetype of 

the subject from the epoch of classical philosophizing. People communicate their 

thoughts. But do they always think as human beings do? We believe this question belongs 

to the field of so-called digital phenomenology aimed at examining the structure of a 

technogenic, specifically digital subject. Don Ihde wrote that phenomenology should be 

classified as the latest technology belonging to the Lebenswelt of the XXI-century person 

(Ihde, 2009). To do this, one should pay attention to the trends in the changes of its 

lifeworld and its social connections, including communicative ties. 

THE CORE OF THE PRIMORDIAL WORLD  

Let us start with theoretical grounds to the answer to the question: is digital 

modification of human intelligence possible at all and how deeply pervasive could it be? 

To answer the question, we refer to Edmund Husserlôs (1973) methodology of primordial 

reduction. Husserlôs phenomenological reduction of ñexisting givennessò is followed by 

the ñprimordial reductionò with its goal to achieve the world of my own experience where 

my own presentations matter. The second stage of Husserlôs reduction results in reduced 

consciousness and its correlated primordial world with no indication of the Other. The 

primary structure in the basis of the primordial world is the transcendental subjectivity as 

an immanent structure of consciousness with the transcendent being the immanent 

transcendentality. Intentionality determines the primary layer of consciousness to be the 

transcendental ego with its inner intentional object ï World as the Others. That is why we 

believe that it is impossible to directly modify the core of the consciousnessô primordial 

world under the impact of digital technologies. However, since the world of primordial 

objects becomes open through physical experience, and an animate body becomes a flow 

of sensations which the world institutionalizes in (Husserl, 1973), this mediated 

modification turns out to be possible. What is more, it could be very deep, penetrating the 

entire experience of a subjectôs sensitivity, because digital technologies could change the 

entire physical experience of a human being. 

TRANSFORMATION OF THE KINESTHETIC WORLD  

Kinesthesis or flows of sensations associated with an animate body are the primary 

experience of orientation in the world (Merleau-Ponty et al, 2013). However, what 

happens when the children representing the generation of digital natives face the digital 
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technologies as their first objects constituted in their experience? In this case, the primary 

kinesthesis of sensitivity, materiality, space, and objectivity will be updated with one 

more kinesthesis when a human body is constituted not within its sensational experience, 

but rather perceives digital devices as its organs. These days, a child is typically provided 

with an access to the gadgets at an early age, and right from their early age their sensitivity 

horizon shifts beyond the borders of natural sensitivity to the sensitivity horizon of gadget 

sensors. Here the following analogy could be drawn: it is known that the point at which 

a vehicle driver (even with low driving proficiency) focuses his attention and which he 

subjectively associates with himself is located not inside his body but rather at some 

distance in front of the vehicle ï and this distance increases with speed. Digital natives, 

on the other hand, dive into their sensitivity horizon with no sufficient experience of 

interacting with the objects of the material world via their natural sensitivity, that is why 

this subject dives into the horizon even deeper than a vehicle driver. Actually, a child with 

the parents tightly ómergedô with the gadgets at work, as well as at home, during their 

leisure time, has no other content choice.  

As a result, one could observe a significant modification of space and time 

orientation of modern persons. The authorsô previous work (Vnutskikh and Komarov, 

2023) has already mentioned that a cellphoneôs space is manifested as a potential physical 

presence of a human body. Since geolocation is a basic feature of any cell device, space 

is synthesized a priori outside human consciousness. Space is given not as a type of 

external contemplation but rather as a type of representation of digital devices; it is made 

available as a function of this device rather than is synthesized with imagination. The 

actual geometry of space appears to be distorted by virtual topology, while the global 

space in reality acquires the structure of rigid cells of local existence. Social space is 

experienced as a set of ólocalô places defining the possibility for social movements. This 

is manifested in greater disorientation of a person in space overall, a loss of connection 

with routine life, topological cretinism, and a loss of fundamental understanding of the 

global space beyond a mobile interface.    

Like space, time also turns out to be a cumulative flow of all external rational 

processes and is grasped by sensations. That is why it appears to be a parameter of 

consciousness rather than self-consciousness of a modern person. This time is not 

constituted by our I, actions and activities of a person. On the contrary, it is defined by 

the flow of external events, time of the planners, clocks, and quantum generators of 

mobile devices. This is not human, not my time, but the time of devices. 

Consciousness cannot catch up with reality, and thus becomes reproductive: the 

present turns out to be reconstructed from the archive of the moments of time. It means 

that memory is losing its function of storing things and identifying key moments of the 

past correlated with the present. A digital archive is the place to accumulate and store 

information, its timespan is not clear. This archive ontologically manifests hybrid reality 

on-demand once it is made: digitalized reality is on demand in this or that mode of time 

and depends on search samples. In other words, time and its modes are determined by the 

mechanism of filtration and data extraction. 

This means human rationality is affectively inhibited so that time is experienced as 

the time started by external clocks, eternally reproduced and regularly multiplying the 
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same sensation. No matter how reactively time is represented, it is connected with 

understanding the difference between distribution and reproduction, representation and 

memory, the present and reconstruction, reality and archive. This is the contradiction 

between the time of life and the time of clocks, because human consciousness cannot be 

completely turned into a mechanical process. As a result, all sensations, evaluations and 

comments about the present as a whole lose their common basis and multiply. What is 

embodied in the digital devices is mirrored in social reality in the nature of discourse 

about time: the integral present uniting the past and the future is disintegrated into 

separate elements, and a modern person experiences these elements and speaks about 

them as isolated parts. For example, the genuine present can be experienced as the past 

or vice versa ï the present can replace the past. Perhaps, it is a ñdigital anthropologistò 

who can understand these processes which change the humanway of being (Horst and 

Miller, 2013). 

Here, Mark Coeckelbergh  reasonably says that digital technologies could be used 

and understood provided there are a number of conditions for possibility or transcendental 

structures (Coeckelbergh, 2022a). He defines language, social relations, a human body, 

material infrastructure among these grammars or conditions which enable the meaning 

and use of digital technologies but which at the same time limit them. Indeed, for 

example, how we experience and think about something is embodied ï cognition is an 

active attitude towards the world as it is manifested in a human body. Digital agents of 

communications or AI see that they are structurally perceived via our manifested mode 

of being and cognition. As a result, we can, for example, project a human body on an 

artificial agent of communication (Coeckelbergh, 2022a). However, in light of the above-

mentioned transformation of the technogenic subject in relation to space and time, , this 

projection turns out to be at least not quite a human one but rather mainly an artificial 

projection imposed on a subject by a machine. 

Here, one could observe a clash of phenomenological and analytical traditions 

because the use of language defines new grammars and narratives ï not only to describe 

the sensations per se (kinesthesis) and the respective things of experience (world) but also 

to describe the I (Descombes, 2011). In other words, the words not only describe things. 

In a sense they do things and make others do them; thus, words and things are a part of 

practices or, what Ludwig Wittgenstein called, the game.  

Similarly, descriptions of emotions in words turn out to be a constructive practice 

of experiencing these emotions, just like in a cartoon ópuzzle.ô It is worth reminding us 

here that kinesthesis is the flow of sensations associated with the body, as well as a well-

known fact of a mimic expression of emotions. The pattern of bodily manifestation of 

emotions could definitely be expressed with machine languages, which could be proven 

by way of successful simulation of emotional mimics in a hyperrealistic robot which 

appears to be quite skillful in, for example, predicting a human smile or initiating a smile 

ï or initiating some other things (Robo-C2, Promobot, 2019). So, emotions are associated 

with kinesthesis, while they, in turn, could be technologically mediated, have their images 

in gadgets and their names as their horizons. In this situation, a human body is a 

transcendental structure of meaning, and we are bodies-intelligences interacting with the 

environment (Coeckelbergh, 2022a). The concern is that our monopoly on emotionally 
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defined understanding of the world is getting lost ï digital infrastructure ñconceptualizesò 

us with digital technologies. All kinesthesis and emotions could be comprehended 

without face-to-face human communication but solely with the grammars defined by 

artificial machine languages or AI. 

WORLD AS THE OTHERS.  

CONSTITUTIONALIZATION OF THE SOCIAL WORLD  

What is a social world? In terms of phenomenology and phenomenological 

sociology, the social world is knowledge objectification in human practice. Alfred Schutz 

(1962) writes,  
 

çI am a human being born into the social world, and living my daily life in it, 

perceive it as it is, constructed before my time, opened for my interpretation and 

actions correlated with me, a relevant biographically determined situation. A 

particular type of connections acquires its specific meaning in relation to me. I 

designate this meaning with a word ñwe.ò The Others are ñyouò in relation to ñusò 

with me at the center. A third party ñtheyò is defined in relation to ñyouò that is 

correlated with meè (Schutz, 1962, p. 15). 
 

At the same time, Schutz says that communication as a realized inner speech can 

rarely be seen in people: people automatically grasp situations and actions and rely on 

socially borrowed/socially approved typifications transferred via language as typifying 

agents.  

However, the problem is that this typifying agent is referred to not only by people. 

Robots have long become the objects of peopleôs talk and started talking not worse than 

many people in terms of their forms: we can just refer to the latest versions of ChatGPT. 

It turns out that both people and non-people become the users of natural language, while 

the devices and machine can also do something with the words, typify the elements of the 

social world in a specific manner and make others (both machines and people) do 

something. This involves the integration of machines into social material practices 

(Coeckelbergh, 2020). We are so deeply immersed into interaction with the elements of 

digital infrastructure that only a ñdisconnectionò can make its ñlogicò visible to us (Kaun, 

2021). 

It is clear that technologies do not think, human beings think. Technologies, on the 

other hand, speak in terms of a language game, while we learn this language, enter into a 

dialogue with it and then change it. Language is a transcendental structure of technology. 

In this case, features of this language start to define our (human) language practices, 

which results in specific features of both self-understanding and understanding the World 

as the Others. These Others act as addressants-communicators-counterparts.  

Does this experience have the criteria for clear distinction between human and non-human 

subjects of communication, for example, robots? In terms of intersubjectivity, these 

others are organized in our communication as quasisocial subjects, although 

Coeckelbergh (2022b) reasonably asks to be careful when referring to this notion. 

What does AI change in the intersubjective world? 
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First of all, it changes the perception and understanding of the others: gadgets in 

their anthropologic dimensions are no different from human beings. That is why 

Coeckelbergh suggests something akin to Ăword-buildingò of technologies.  

çI propose to call technology a formator. It is not just object and substance, not 

just a thing. It forms worldsé humansé also form. There isé co-formationè 

(Coeckelbergh, 2022a, p. 153). 

Secondly, this leads to adopting the behavior practices which traditionally lack any 

reasons to distinguish robots from people, as well as to cheating. The way we speak about 

others and ourselves is particularly important. Language initially structures and defines 

the way we communicate, including with the machines. Wittgenstein showed that 

language is perceived by an individual as a natural language game learnt by practice. But 

what should be done if this ñnaturalò language is actually artificial? Any language, 

including AI language, has its own metaphysics and is not neutral to the social reality 

perceived by an individual. That is why it is not only that robots are social subjects, but 

inversively we can realize ourselves as ñnaturalò robots (thus, AI understanding becomes 

an explanatory model for natural intelligence). 

The trend is to understand the natural by analogy to the artificial. The latest 

significant change in understanding the correlation between the natural and the artificial 

is mainly connected with the changes in digital technologies. It could be assumed that this 

could lead to a kind of turning over: the human natural is turned into the artificial in terms 

of human communication, consciousness, human subjectivity on the whole; and, vice 

versa, digital reality is built as the natural with its own objective laws.   

Let us explain. Classical science from Plato and Aristotle defined the natural to be 

everything with the reason for its existence in itself, from nature (́ ɟɩŰŬ Ŭˊɧ Űɑ űɨůɖ), 

while everything with the reason in the other was seen to be artificial (Űɞ ˊɟɩŰɞ ůŰɖɜ 

Űɏɢɜɖ). The latter was typically understood as something created by a human being; even 

automata, at first sight, acted as the natural, which surprised Aristotle among others 

(Aristotle, 350 B.C.E./1965, 734b 7-19). However, at modern times the sciences assume 

that ñthe first by natureò could and should be artificially reproduced. This is what science 

and engineering of modern times deal with: they artificially create the conditions to 

reproduce the natural phenomenon which is now controlled, rationalized and is becoming 

more technological.   

At the same time, the artificial colonizes what has been considered to be the natural 

up till now ï the human body and consciousness (soul). The philosophy of modern times 

is dominated by the notions of correction and purification ï to perceive the natural 

phenomena ï of the human mind. This could be evidenced with the titles of the treatises 

written by the creators of the modern timesô philosophy and science ï On the 

Improvement of the Understanding or Rules for the Direction of the Mind etc. 

Consciousness, sense, mind given to us by nature are not quite perfect, they are limited, 

blinded by various fictions, ambiguous and fake ones, which penetrate human 

consciousness (Spinoza, 1901). On the other hand, thinking itself for some time has been 

considered to be a human ability that is why it preserves the characteristics of the natural, 

an ability given to a person by nature. 
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However, the development of computing technologies in XX ï XXI centuries 

brought about the so-called artificiation of human thinking as their natural ability. Now, 

the natural is artificially reproduced. For this it does not matter that analogue or digital 

operations just simulate the natural brain processes. Computation rate and amount 

determine and define understanding of thinking as the artificial process being more 

perfect than the natural human ability. This development of neural networks ultimately 

transforms the meaning of the natural and the artificial: human thinking is not just 

rationalized ï what the philosophers of the modern age dreamt about; it is also not just 

technicalized and technologized ï what the scientists of the 20th century assumed; it is 

becoming the artificial in its strict sense, since all its key elements can now function under 

the impact of external digital technological infrastructure (Vnutskikh and Komarov, 

2023). 

CONSTITUTIONALIZATION OF THE PHYSICAL WORLD  

This question might be seen to be paradoxical, but it is still worth asking: do 

physical things exist in this world? Postphenomenology claims that the things are the 

agents between us and the world, although when the things turn into the users of language, 

they change their phenomenal status.   

First of all, technologies constitute reality by creating material infrastructure and 

other material prerequisites. Phenomenologically, it means that the things per se are 

constituted in terms of the role they play in the technological sphere of our experience. It 

has been mentioned that digital technologies change our perception of time and space, 

imagination is deformed when reality is perceived, our ability to think (sense) is being 

transformed when it demands a colossal digital infrastructure for it to work properly 

(Vnutskikh & Komarov, 2023). For example, the internet is a special type of space which 

could set the meanings to a person, thus Homo virtualis or a personality in the internet is 

no longer one of the human identities. Ontologically it is defined within a self-regulating 

virtual reality, while the attempts to limit it are perceived by the users as artificial 

(Bylieva, 2016). From this perspective, virtual beings in the social networks replace their 

living, sensual corporeal being for a person. The virtual world becomes more real to a 

person than vague physical being. We rely on our virtual experience which, instead of 

personal experience, starts defining the non-virtual living being of a person.   

Secondly, language defines the perception and understanding of the reality: it is 

known that grammar and syntax give language some metaphysics (Carnap, 1950). But all 

programming languages manifest their metaphysics in a different manner, and that is why 

they can perceive the outer world in a different manner (Bogost, 2012). The question 

whether artificial intelligence and all information reality affect the developing living 

intelligence and its perception of the physical world is quite ambiguous. If a child 

constitutes the physical world via the gadgets rather than their practical contact with 

physical things, then the things are not physical objects but rather animated ones with 

their role of talking assistants, virtual objects, etc. This means that things do not act on 

their own. It is next to impossible to see a thing as it is, per se, as its material entity, 

outside its instrumental, informational and other characteristics, in its pure materiality, 
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sensuality and form. Therefore ñpure ontology,ò as Aristotle or Heidegger understands it, 

is incompatible with ñdigital beingò (Koulouris, 2020). 

Thirdly, it has been mentioned that technologies talk. Daria Bylieva reasonably says 

that ñlanguage used to be seen as a purely human technology, but now language is 

acquired by non-people. Chat-bots, voice assistants, embodied dialogue agents and robots 

have acquired the ability to communicate via language and can often present themselves 

as humanoid personalities. People perceive them in an ambivalent manner; they recognize 

them to be the Others. Thus, artificial intelligence exploits language in a way which is not 

determined by the human method of using itò (Bylieva, 2022, p. 111). The 

phenomenological status of material things is changing: their physical givenness is 

replaced by their virtual image.  

Fourthly, how does the real world constitute itself in this case, how is it described 

by all natural sciences? Husserl believed this layer of the lifeworld is based on the 

intersubjective experience of science (Husserl, 1973). The unified picture of the world 

described by the natural sciences is rooted in the intersubjective invariance of primary 

experience in perceiving the physical world and invariant language structures of its 

description. Modern conditions turn science into technological building of these objects 

rather than into research and acts as technoscience. Then, what is the real physical world 

in this context? The sciences become a complicated system of knowledge represented and 

mediated by intellectual networks. This knowledge makes things lose their material 

nature and thingness as they are mediated by language structures, knowledge arrays and 

artificial intelligence rather than human experience about them. Their scientific images 

are defined not by the primary experience of perceiving things, but, on the contrary, it is 

the knowledge images of things that substantiate the experience of their perception. In 

this context, things themselves appear to be sets of data as their intellectual images 

suggest, they are reduced to data and act as data: technologies act ñas the author of 

language, as a user of language, and as a creator of the worldò (Coeckelbergh, 2020, p 

22). An objective world is presented as an information network image or an infinitely 

expanding database as a virtual copy, a virtual construction of a digital language.  

THE SPIRITUAL WORLD  

The world of values and ideals constitutes a special layer in a personôs Lebenswelt; 

this is the subject of humanities. The human spiritual world is being transformed like the 

physical world which becomes manifested in the databases of the natural knowledge. First 

of all, some values are being modified in that they are being replaced by the implicit 

principles of metaphysics of programming language (as Rudolf Carnap understands it) or 

by the metaphysics of natural language which has already been reformatted under the 

impact of digital technologies (as shown above). The function of reality reproduction and 

its never-ending reconstruction prevails in intellectual networks due to data digitalization 

and its reverse decoding in databases (digital archives). This is highly likely to modify 

fundamental values ï since the perception of time modes and existence modalities are 

being modified. Here, for example, we can refer to the fact that the digital era is clearly 

focused on a structured future rather than the actual accomplished past, and that is why 
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history can be revised while objective reasons for ongoing events are ignored. Modality 

of possibility, in its turn, has its priority over modality of necessity (Vnutskikh and 

Komarov, 2023). We believe it means that values are being relativized as the Ămustñ or 

Ăhas-toñ turns out to be just a status for the virtual and could be revised, if necessary. 

Therefore, we have to talk not just about the transition of traditional values into a digital 

format. We have to talk about a fundamentally new dimension of values and meanings 

(Bolshakova, 2024). Ideals of meaning can also act as the settings for the efficient 

exploitation of software. 

Secondly, the way of thinking is changed under the impact of digital technologies 

so that the ability to put meanings in the strings of representations ï sense ï is also being 

deeply transformed. Today, we can talk about objectivation of sense into a colossal body 

of modern digital infrastructure. Technogenic factors develop a rigid but quite rational 

structure towards human subjectivity. Located outside the individual, transcendental 

structures of sense break through to the surface of the affective life of consciousness as a 

set of rational ties with reasons and motives in their technogenic nature. For persons this 

signifies the degradation of their logical reasoning; this degradation leads to a magical 

attitude towards machine reasoning (Bylieva and Zamorev, 2022). Poor logical reasoning, 

on the one hand, results in a loss of value of well-reasoned knowledge, while, on the other 

hand, weakens our ability to extract the meanings from fairy tales. 

In this sense, ChatGPT can be looked at as a tool which simulates and even replaces  

dying-out human logical reasoning. The question-answer structures of Socratic dialogues, 

as well as the dialogues of the founders of modern science used to be valid tools for 

exploring objective reality but are no longer relevant under modern conditions. There are 

several reasons for this. First of all, the elements of this reality are turned into sets of data 

and constituted as regards to their role in technological patterns of our experience. 

Secondly, the reasoning skills of one party, namely of the person, in a modern digital 

dialogue leaves much to be desired as we go forward. For example, one commercial says 

that if you refer to the Alexa Voice Assistant for help to prepare your speech, this will be 

equal to having over 1,000 virtual assistants that could help you with your preparation. 

This raises the questions: where is the place for a person, and who is the owner of the 

prepared speech? 

CONCLUSION 

This study is preliminary by its nature, and it is worth noting here that the authors 

do not suffer from technophobia. The undeniable fact is that technologies accompany 

human beings from the moment of birth and define social progress. However, after Martin 

Heideggerôs The Question Concerning Technology and subsequently the digital 

transformation of the Lebenswelt, technologies should not be perceived as a simple tools 

to satisfy human needs. One should be aware that the digital transformation, just like any 

other human-made thing (Mould, 2018), is ambivalent in its possible application, 

complicated and multi-faceted, and not all its aspects can be thoroughly examined in the 

context of an economically determined accelerated exploitation of digital technologies. 
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The results of these studies could provide a lot for socially responsible (in the full sense 

of the word) developments of modern technological systems.   

Nowadays, the authors of humanities use digital methods and very often explore 

the interaction between human beings and digital technologies. These authors refer to 

these approaches as ñdigital humanities.ò However, the transformation of the Lebenswelt 

in the contemporary context opens up prospects for deeper research, because the human 

being is no longer identical to the pre-digital human being. The use of digital tools is 

secondary, because it is ñsuperimposedò on the already transformed human being, on the 

already transformed social. 

The authors think the transformation of the Lebenswelt in modern conditions calls 

for important further study. First of all, digital technologies transform the corporeal 

experience of a person and oneós orientation in space. Here, digital phenomenology 

merges with digital anthropology. 

Secondly, the transformation of Lebenswelt is manifested in the phenomenon when 

things lose their physical givenness under the impact of digital technologies: this 

givenness is replaced by phenomenological virtual being. Things speak the language of 

intellectual networks which are not the agents between a person and reality but rather 

reality itself. The objective world is only a virtual construction of a digital language 

(code). This aspect of digital transformation reveals the need for defining and developing 

digital ontology.  

Thirdly, digital communication produces a person as an actant without ego, with 

emotions turned inside out, and subjectivity subordinated to digital infrastructure ï 

represented and self-represented with language modified by the linguistic practices of 

digital devices. This constitutes the field of digital psychology.  

Fourthly, digital technologies penetrate both the self-perception of a person and the 

perception of other people as being different from me. In modern conditions, the social 

world is being constituted through intellectual networks and the language of their 

representation. The language of intellectual networks appears to be an instrument for 

constituting social reality as a quasisocial being. It calls for the development of a specific 

digital sociology.    

Fifthly, values are relativized due to their isolation from the actual physical world, 

the loss of value of objective knowledge and its reasoning becoming replaced by 

databases and quite challenging fact checking.  As a result, the spiritual world as a layer 

of the lifeworld becomes a set of relative and replaceable values, while the ideals are 

constituted only as possible references for human behavior. This is dealt with in digital 

axiology. 

It is worth emphasizing once again that our phenomenological analysis is 

preliminary and diagnostic. However, this examination opens up the new areas of study 

mentioned above. It also opens up new content for the constitution of Lebenswelt for a 

modern person ï digital anthropology, digital psychology, digital sociology, ontology of 

digital being, and axiology of digital world. Each area is based on the physical experience 

which is associated with the introduction of digital technologies, digital code, and 

language, artificial intelligence in the respective area of a personôs lifeworld.   



Special Topic: ChatGPT and the Voices of Reason, Responsibility, and Regulation 

ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 
 
 

78 
soctech.spbstu.ru    

Thus, phenomenology reveals its new nature: it is not only a heuristic method for 

the analysis of a personôs Lebenswelt in the digital era. First of all, it discovers the 

phenomena of human-AI interaction which cannot be identified through the analysis of 

AI or in just human-AI interaction. The digital codes and language structures become the 

phenomena of the lifeworld rather than the elements of software. Secondly, an analysis 

of the constitution of the digital lifeworld captures a genetic, although not always positive 

role of digital technologies, digital code, and language in accumulating the experience of 

a modern person. Digital codes appear to be the packages of meanings, while the gadgets 

and digital agents are only the machines of genesis of personôs lifeworld. Databases, 

digital agents, electronic gadgets, neuronets, and AI are not pure physical material objects 

and derivatives only of engineering activity. We see digital phenomenology to be a 

promising area for the analysis of AI, digital agents, and digital codes as social 

phenomena.      
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Abstract 
The paper discusses whether it is correct to speak of ñgenerative artificial intelligenceò ï a concept that is 

not within the scope of AI research. The discussion suggests that it is premature to claim that humans are 

being replaced by GPT assistants such as ChatGPT in the field of sociocultural digital communication. 

Personological functionalism, which would justify the replacement of people by machines, is based on the 

psychofunctionalism of Ned Block, who proves the need to psychologize machine functionalism by 

introducing ñmeaningò as a criterion for passing the original Turing test. For personological functionalism, 

in addition to ñmeaningò the minimum necessary requirements of the Turing test include ñcreativity.ò The 

paper shows that GPT Assistants do not pass this creativity test. To demonstrate the inability to pass a 

Turing test for meaningfulness, the Block machine was modified in a pair of 1978 and 1981 papers by 

combining the neurocomputer with symbolic versions. For the now further expanded Block test, the 

argumentation of previous versions is preserved and strengthened, leading to the conclusion that machines 

like GPT Assistants are not capable of fulfilling either the roles of psychological functionalism or 

personological functionalism. 

Keywords: Generative AI; Complex Turing test; Block test; Lovelace test; Chinese 

nation; Block's machine; Psychofunctionalism; Personological functionalism 
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ʇʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʡ ʬʫʥʢʮʠʦʥʘʣʠʟʤ GPT-ʘʩʩʠʩʪʝʥʪʦʚ  

ɸʥʜʨʝʡ ʖʨʴʝʚʠʯ ɸʣʝʢʩʝʝʚ1      (* ) ʠ ɽʢʘʪʝʨʠʥʘ ɸʣʝʢʩʝʝʚʥʘ ɸʣʝʢʩʝʝʚʘ2 
1ʈʦʩʩʠʡʩʢʠʡ ʫʥʠʚʝʨʩʠʪʝʪ ʜʨʫʞʙʳ ʥʘʨʦʜʦʚ ʠʤʝʥʠ ʇʘʪʨʠʩʘ ʃʫʤʫʤʙʳ. ʈʦʩʩʠʡʩʢʘʷ ʌʝʜʝʨʘʮʠʷ, ʫʣ. 

ʆʨʜʞʦʥʠʢʠʜʟʝ, ʜ. 3, 115419, ʄʦʩʢʚʘ, ʈʦʩʩʠʡʩʢʘʷ ʌʝʜʝʨʘʮʠʷ 

aa65@list.ru 
2ɻʦʩʫʜʘʨʩʪʚʝʥʥʳʡ ʘʢʘʜʝʤʠʯʝʩʢʠʡ ʫʥʠʚʝʨʩʠʪʝʪ ʛʫʤʘʥʠʪʘʨʥʳʭ ʥʘʫʢ. ʄʘʨʦʥʦʚʩʢʠʡ ʧʝʨʝʫʣʦʢ, 26, 

119049, ʄʦʩʢʚʘ, ʈʦʩʩʠʡʩʢʘʷ ʌʝʜʝʨʘʮʠʷ 

eaalekseeva@gaugn.ru 

ɸʥʥʦʪʘʮʠʷ 
ɺ ʩʪʘʪʴʝ ʨʘʩʩʤʘʪʨʠʚʘʝʪʩʷ ʚʦʧʨʦʩ ʦ ʪʝʨʤʠʥʦʣʦʛʠʯʝʩʢʦʡ ʢʦʨʨʝʢʪʥʦʩʪʠ ʧʦʥʷʪʠʷ ñʛʝʥʝʨʘʪʠʚʥʳʡ 

ʠʩʢʫʩʩʪʚʝʥʥʳʡ ʠʥʪʝʣʣʝʢʪò. ɼʠʩʢʫʩʩʠʷ ʧʦʟʚʦʣʷʝʪ ʩʜʝʣʘʪʴ ʚʳʚʦʜ ʦ ʪʦʤ, ʯʪʦ ʧʨʝʞʜʝʚʨʝʤʝʥʥʦ 

ʫʪʚʝʨʞʜʘʪʴ ʦ ʟʘʤʝʥʝ ʯʝʣʦʚʝʢʘ GPT-ʘʩʩʠʩʪʝʥʪʘʤʠ (Generative Pre-trained Transformer Assistant ï 

GPTA) ʚ ʩʨʝʜʝ ʩʦʮʠʦʢʫʣʴʪʫʨʥʦʡ ʵʣʝʢʪʨʦʥʥʦʡ ʢʦʤʤʫʥʠʢʘʮʠʠ. ʇʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʡ ʬʫʥʢʮʠʦʥʘʣʠʟʤ, 

ʦʙʦʩʥʦʚʳʚʘʶʱʠʡ ʟʘʤʝʥʫ ʣʶʜʝʡ ʤʘʰʠʥʘʤʠ, ʦʧʠʨʘʝʪʩʷ ʥʘ ʧʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʟʤ ʅʝʜʘ ɹʣʦʢʘ, 

ʜʦʢʘʟʳʚʘʶʱʝʛʦ ʥʝʦʙʭʦʜʠʤʦʩʪʴ ʧʩʠʭʦʣʦʛʠʟʘʮʠʠ ʤʘʰʠʥʥʦʛʦ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʧʫʪʝʤ ʚʚʝʜʝʥʠʷ 

ñʩʤʳʩʣʘò ʚ ʧʨʦʜʫʢʪʳ ʧʨʦʭʦʞʜʝʥʠʷ ʦʨʠʛʠʥʘʣʴʥʦʛʦ ʪʝʩʪʘ ʊʴʶʨʠʥʛʘ. ɼʣʷ ʧʝʨʩʦʥʦʣʦʛʠʯʝʩʢʦʛʦ 

ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʤʠʥʠʤʘʣʴʥʦ ʥʝʦʙʭʦʜʠʤʳʤʠ ʩʦʩʪʘʚʣʷʶʱʠʤʠ ʪʴʶʨʠʥʛʦʚʦʛʦ ʪʝʩʪʘ ʷʚʣʷʶʪʩʷ 

ñʪʚʦʨʯʝʩʪʚʦò ʠ ñʩʤʳʩʣò. ɺ ʨʘʙʦʪʝ ʧʦʢʘʟʘʥʦ, ʧʦʯʝʤʫ GPTA ʥʝ ʧʨʦʭʦʜʷʪ ʢʨʝʘʪʠʚʥʦʛʦ ʪʝʩʪʘ. ɼʣʷ 

ʜʝʤʦʥʩʪʨʘʮʠʠ ʥʝʩʧʦʩʦʙʥʦʩʪʠ ʧʨʦʡʪʠ ʪʴʶʨʠʥʛʦʚʳʡ ʪʝʢʩʪ ʥʘ ʦʩʤʳʩʣʝʥʥʦʩʪʴ ʜʦʨʘʙʘʪʳʚʘʝʪʩʷ 

ʤʘʰʠʥʘ ɹʣʦʢʘ ʧʫʪʝʤ ʩʦʚʤʝʱʝʥʠʷ ʥʝʡʨʦʢʦʤʧʴʶʪʝʨʥʦʡ (1978 ʛ.) ʠ ʩʠʤʚʦʣʴʥʦʡ ʚʝʨʩʠʡ (1981 ʛ.). ɼʣʷ 

ʥʦʚʦʛʦ ʨʘʩʰʠʨʝʥʥʦʛʦ ʪʝʩʪʘ ɹʣʦʢʘ ʩʦʭʨʘʥʷʝʪʩʷ ʠ ʫʩʠʣʠʚʘʝʪʩʷ ʘʨʛʫʤʝʥʪʘʮʠʷ ʧʨʝʜʳʜʫʱʠʭ ʚʝʨʩʠʡ: 

ʤʘʰʠʥʳ ʪʠʧʘ GPTA ʥʝ ʩʧʦʩʦʙʥʳ ʠʩʧʦʣʥʷʪʴ ʥʠ ʨʦʣʠ ʧʩʠʭʦʣʦʛʠʯʝʩʢʦʛʦ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ï ʚ 

ʯʘʩʪʥʦʩʪʠ, ʥʠ ʧʝʨʩʦʥʦʣʦʛʠʯʝʩʢʦʛʦ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ï ʚ ʦʙʱʝʤ. 

ʂʣʶʯʝʚʳʝ ʩʣʦʚʘ: ɻʝʥʝʨʘʪʠʚʥʳʡ ʀʀ; ʂʦʤʧʣʝʢʩʥʳʡ ʪʝʩʪ ʊʴʶʨʠʥʛʘ; ʊʝʩʪ ɹʣʦʢʘ; 

ʊʝʩʪ ʃʘʚʣʝʡʩ; ʂʠʪʘʡʩʢʘʷ ʥʘʮʠʷ; ʄʘʰʠʥʘ ɹʣʦʢʘ; ʇʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʟʤ; 

ʇʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʡ ʬʫʥʢʮʠʦʥʘʣʠʟʤ. 

ɹʣʘʛʦʜʘʨʥʦʩʪʴ: ʉʪʘʪʴʷ ʧʦʜʛʦʪʦʚʣʝʥʘ ʚ ʨʘʤʢʘʭ ʛʦʩʫʜʘʨʩʪʚʝʥʥʦʛʦ ʟʘʜʘʥʠʷ ɻɸʋɻʅ çʎʠʬʨʦʚʠʟʘʮʠʷ ʠ 

ʬʦʨʤʠʨʦʚʘʥʠʝ ʩʦʚʨʝʤʝʥʥʦʛʦ ʠʥʬʦʨʤʘʮʠʦʥʥʦʛʦ ʦʙʱʝʩʪʚʘ: ʢʦʛʥʠʪʠʚʥʳʝ, ʵʢʦʥʦʤʠʯʝʩʢʠʝ, 

ʧʦʣʠʪʠʯʝʩʢʠʝ ʠ ʧʨʘʚʦʚʳʝ ʘʩʧʝʢʪʳè. ʈʝʛʠʩʪʨʘʮʠʦʥʥʳʡ ʥʦʤʝʨ ʅʀʆʂʊʈ 123022000042-0. ʂʦʜ ʪʝʤʳ 

FZNF-2023-0004. ʈʝʛʠʩʪʨʘʮʠʦʥʥʳʡ ʥʦʤʝʨ ʪʝʤʳ 1022040800826-5-5.2.1;6.3.1;5.9.1 

ɼʣʷ ʮʠʪʠʨʦʚʘʥʠʷ: ɸʣʝʢʩʝʝʚ ɸ.ʖ., ɸʣʝʢʩʝʝʚʘ ɽ.ɸ. ʇʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʡ ʬʫʥʢʮʠʦʥʘʣʠʟʤ GPT-

ʘʩʩʠʩʪʝʥʪʦʚ // Technology and Language. 2024. ˉ 5(2). ʉ. 80-99.  
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ɺɺɽɼɽʅʀɽ 

ɺ ʥʘʩʪʦʷʱʝʝ ʚʨʝʤʷ ʩ ʧʦʷʚʣʝʥʠʝʤ ʠ ʧʦʚʩʝʤʝʩʪʥʳʤ ʨʘʩʧʨʦʩʪʨʘʥʝʥʠʝʤ 

ʛʝʥʝʨʘʪʠʚʥʳʭ ʧʨʝʜʦʙʫʯʝʥʥʳʭ ʪʨʘʥʩʬʦʨʤʝʨʦʚ (Generative pre-trained transformers), 

ʢʦʤʧʴʶʪʝʨʥʳʝ ʛʝʥʝʨʘʪʠʚʥʳʝ ʤʦʜʝʣʠ ʩʪʘʣʠ ʦʜʥʠʤ ʠʟ ʩʘʤʳʭ ʟʘʤʝʪʥʳʭ ʷʚʣʝʥʠʡ 

ʩʦʚʨʝʤʝʥʥʦʡ ʵʣʝʢʪʨʦʥʥʦʡ ʢʫʣʴʪʫʨʳ. ʀʤ ʧʨʠʧʠʩʳʚʘʝʪʩʷ ʝʜʚʘ ʣʠ ʥʝ 

ʨʝʚʦʣʶʮʠʦʥʥʳʡ ʭʘʨʘʢʪʝʨ, ʠʭ ʚʥʝʜʨʝʥʠʝ ʚ ʨʘʟʣʠʯʥʳʝ ʩʬʝʨʳ ʯʝʣʦʚʝʯʝʩʢʦʡ 

ʜʝʷʪʝʣʴʥʦʩʪʠ ʚʳʛʣʷʜʠʪ ʥʝʠʟʙʝʞʥʳʤ, ʦʥʠ ʩʧʨʦʚʦʮʠʨʦʚʘʣʠ ʥʦʚʳʡ ʚʠʪʦʢ ʥʘʫʯʥʳʭ ʠ 

ʦʙʱʝʩʪʚʝʥʥʳʭ ʜʠʩʢʫʩʩʠʡ ʧʦ ʧʦʚʦʜʫ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. GPT-ʤʦʜʝʣʠ 

ʩʪʘʣʠ ʦʙʦʟʥʘʯʘʪʴʩʷ ʩʣʦʚʦʩʦʯʝʪʘʥʠʝʤ ñʛʝʥʝʨʘʪʠʚʥʳʡ ʠʩʢʫʩʩʪʚʝʥʥʳʡ ʠʥʪʝʣʣʝʢʪò, ʠ 

ʵʪʦ ʧʦʥʷʪʠʝ ʧʦʣʫʯʠʣʦ ʧʨʠʟʥʘʥʠʝ ʚ ʪʦʤ ʯʠʩʣʝ ʠ ʥʘ ʧʨʘʚʠʪʝʣʴʩʪʚʝʥʥʦʤ ʫʨʦʚʥʝ. ʀ 

ʜʝʡʩʪʚʠʪʝʣʴʥʦ, GPT-ʧʨʦʛʨʘʤʤʳ ʧʨʦʜʫʮʠʨʫʶʪ ʪʝʢʩʪʳ, ʠʟʦʙʨʘʞʝʥʠʷ, ʤʫʟʳʢʫ ʠ 

ʤʥʦʛʦʝ ʜʨʫʛʦʝ, ʟʘʯʘʩʪʫʶ ʧʨʘʢʪʠʯʝʩʢʠ ʥʝʦʪʣʠʯʠʤʦʝ ʦʪ ʨʝʟʫʣʴʪʘʪʦʚ ʯʝʣʦʚʝʯʝʩʢʦʡ 

ʜʝʷʪʝʣʴʥʦʩʪʠ, ʧʨʝʜʩʪʘʚʣʝʥʥʳʭ ʚ ʢʦʤʧʴʶʪʝʨʥʦʤ ʬʦʨʤʘʪʝ. ɺ ʩʠʣʫ ʵʪʦʛʦ ʚʦʟʥʠʢʘʝʪ 

ʩʦʙʣʘʟʥ ʧʨʠʧʠʩʳʚʘʪʴ ʣʠʯʥʦʩʪʥʳʝ ʭʘʨʘʢʪʝʨʠʩʪʠʢʠ ʠ ʩʧʦʩʦʙʥʦʩʪʠ GPT-

ʘʩʩʠʩʪʝʥʪʘʤ ï ʩʝʨʚʠʩʥʳʤ ʧʨʦʛʨʘʤʤʘʤ-ʧʦʤʦʱʥʠʢʘʤ, ʧʦʩʪʨʦʝʥʥʳʤ ʥʘ ʦʩʥʦʚʝ 

ʛʝʥʝʨʘʪʠʚʥʳʭ ʪʝʭʥʦʣʦʛʠʡ ʨʘʟʣʠʯʥʦʛʦ ʨʦʜʘ. ʇʦʜʦʙʥʦʝ ñʧʝʨʩʦʥʠʬʠʮʠʨʦʚʘʥʠʝò 

ʧʨʦʛʨʘʤʤʥʳʭ ʧʨʦʜʫʢʪʦʚ ʠʥʠʮʠʠʨʫʝʪ ʯʨʝʟʚʳʯʘʡʥʳʡ ʠʥʪʝʨʝʩ ʢ ʥʠʤ. ʀʟ-ʟʘ ʘʞʠʦʪʘʞʘ 

ʚʦʢʨʫʛ ʵʪʠʭ ʩʠʩʪʝʤ ʠʟ ʧʦʣʷ ʟʨʝʥʠʷ ʠʩʯʝʟʘʶʪ ʠʭ ʦʯʝʚʠʜʥʳʝ ʥʝʜʦʯʝʪʳ: 

ʥʝʜʦʩʪʘʪʦʯʥʘʷ ʛʣʫʙʠʥʘ ʢʦʥʪʝʢʩʪʘ, ʟʘʚʠʩʠʤʦʩʪʴ ʦʪ ʢʘʯʝʩʪʚʘ ʦʙʫʯʘʶʱʠʭ ʜʘʥʥʳʭ, 

ʧʨʦʜʫʮʠʨʦʚʘʥʠʝ ñʬʝʡʢʦʚò, ñʛʘʣʣʶʮʠʥʘʮʠʡò, ʧʨʦʯʝʡ ʟʘʚʝʜʦʤʦ ʣʦʞʥʦʡ ʠʥʬʦʨʤʘʮʠʠ 

ʠ ʤʥʦʛʦʝ ʜʨʫʛʦʝ. 

ʈʘʟʨʘʙʦʪʢʘ ʠ ʤʘʩʩʦʚʦʝ ʚʥʝʜʨʝʥʠʝ ʩʨʘʟʫ ʥʝʩʢʦʣʴʢʠʤʠ ʪʝʭʥʦʣʦʛʠʯʝʩʢʠʤʠ 

ʢʦʤʧʘʥʠʷʤʠ ʪʘʢʠʭ ʩʠʩʪʝʤ ʩʪʘʣʠ ʚʦʟʤʦʞʥʳ ʙʣʘʛʦʜʘʨʷ ʪʦʤʫ, ʯʪʦ ʩʫʱʝʩʪʚʝʥʥʦ 

ʚʦʟʨʦʩʣʘ ʚʳʯʠʩʣʠʪʝʣʴʥʘʷ ʤʦʱʥʦʩʪʴ ʜʘʪʘ-ʮʝʥʪʨʦʚ, ʧʦʷʚʠʣʠʩʴ ʦʛʨʦʤʥʳʝ ʤʘʩʩʠʚʳ 

ʦʪʢʨʳʪʳʭ ʜʘʥʥʳʭ, ʢʦʪʦʨʳʝ ʙʳʣʠ ʩʛʝʥʝʨʠʨʦʚʘʥʳ ʧʦʣʴʟʦʚʘʪʝʣʷʤʠ, ʘ ʟʘʪʝʤ ʧʦ ʩʫʪʠ 

ʧʨʠʩʚʦʝʥʳ ʛʝʥʝʨʘʪʠʚʥʳʤʠ ʤʦʜʝʣʷʤʠ ʚ ʧʨʦʮʝʩʩʝ ʦʙʫʯʝʥʠʷ, ʯʪʦ ʠ ʜʘʣʦ ʪʘʢʦʡ 

ʟʘʤʝʪʥʳʡ ʠ ʥʝʦʞʠʜʘʥʥʳʡ ʵʬʬʝʢʪ. ʆʜʥʘʢʦ ʧʨʠ ʙʣʠʞʘʡʰʝʤ ʨʘʩʩʤʦʪʨʝʥʠʠ GPT-

ʩʠʩʪʝʤʳ ʥʝ ʧʨʝʜʩʪʘʚʣʷʶʪ ʩʦʙʦʡ ʥʠʢʘʢʠʭ ʦʩʦʙʳʭ ñʧʨʦʨʳʚʥʳʭò ʧʨʦʛʨʘʤʤʥʦ-

ʘʧʧʘʨʘʪʥʳʭ ʥʦʚʘʮʠʡ. ʆʥʠ ʤʘʣʦ ʩʦʦʪʚʝʪʩʪʚʫʶʪ ʧʨʠʧʠʩʳʚʘʝʤʳʤ ʠʤ ʩʚʦʡʩʪʚʘʤ 

ñʦʩʤʳʩʣʝʥʥʦʛʦò ʠ ñʪʚʦʨʯʝʩʢʦʛʦò ʧʨʦʜʫʮʠʨʦʚʘʥʠʷ ʪʝʢʩʪʦʚʳʭ ʠʣʠ ʤʫʣʴʪʠʤʝʜʠʡʥʳʭ 

ʘʨʪʝʬʘʢʪʦʚ. ʇʦ ʩʚʦʠʤ ʚʳʯʠʩʣʠʪʝʣʴʥʳʤ ʧʨʠʥʮʠʧʘʤ ʵʪʠ ʤʦʜʝʣʠ ʚʦʩʭʦʜʷʪ ʢ 

ʤʘʨʢʦʚʩʢʠʤ ʮʝʧʷʤ ʠ ʙʘʡʝʩʦʚʩʢʠʤ ʩʝʪʷʤ. ɺ ʮʝʣʦʤ ʞʝ ʪʘʢʠʝ ʤʦʜʝʣʠ ʷʚʣʷʶʪʩʷ 

ñʩʪʦʭʘʩʪʠʯʝʩʢʠʤ ʧʦʧʫʛʘʝʤò: ñʩʠʩʪʝʤʦʡ ʩʣʫʯʘʡʥʦʛʦ ʩʦʝʜʠʥʝʥʠʷ 

ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʝʡ ʣʠʥʛʚʠʩʪʠʯʝʩʢʠʭ ʬʦʨʤ, ʢʦʪʦʨʳʝ ʧʨʠʩʫʪʩʪʚʦʚʘʣʠ ʚ ʦʙʰʠʨʥʳʭ 

ʦʙʫʯʘʶʱʠʭ ʜʘʥʥʳʭ, ʚ ʩʦʦʪʚʝʪʩʪʚʠʠ ʩ ʚʝʨʦʷʪʥʦʩʪʥʦʡ ʠʥʬʦʨʤʘʮʠʝʡ ʦ ʪʦʤ, ʢʘʢ ʦʥʠ 

ʢʦʤʙʠʥʠʨʫʶʪʩʷ, ʥʦ ʙʝʟ ʢʘʢʦʡ-ʣʠʙʦ ʩʩʳʣʢʠ ʥʘ ʠʭ ʟʥʘʯʝʥʠʝò (Bender et al., 2021). 

ɺ ʜʘʥʥʦʡ ʨʘʙʦʪʝ ʤʳ ʩʪʘʚʠʤ ʚʦʧʨʦʩ ʦ ʧʨʘʚʦʤʝʨʥʦʩʪʠ ʠʩʧʦʣʴʟʦʚʘʥʠʷ ʧʦʥʷʪʠʷ 

ñʛʝʥʝʨʘʪʠʚʥʳʡ ʠʩʢʫʩʩʪʚʝʥʥʳʡ ʠʥʪʝʣʣʝʢʪò, ʦ ʪʦʤ, ʩʦʦʪʚʝʪʩʪʚʫʶʪ ʣʠ ʚ ʧʨʠʥʮʠʧʝ 

GPT-ʘʩʩʠʩʪʝʥʪʳ ʥʘʫʯʥʳʤ ʢʨʠʪʝʨʠʷʤ ʠʩʩʣʝʜʦʚʘʥʠʡ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. 

ʇʨʦʙʣʝʤʘ ʧʫʪʝʡ ʜʘʣʴʥʝʡʰʝʛʦ ʨʘʟʚʠʪʠʷ ʦʙʱʝʩʪʚʘ ʚ ʢʦʥʪʝʢʩʪʝ ʙʫʤʘ ʛʝʥʝʨʘʪʠʚʥʳʭ 

ʪʝʭʥʦʣʦʛʠʡ ʥʝ ʠʟʫʯʘʝʪʩʷ. ʆʙ ʵʪʦʤ ʤʥʦʛʦ ʜʨʫʛʠʭ, ʢʘʢ ʧʨʘʚʠʣʦ, ʚʦʩʪʦʨʞʝʥʥʳʭ ʨʘʙʦʪ.  
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GPT-ɸʉʉʀʉʊɽʅʊʓ ʀ ʇɽʈʉʆʅʆʃʆɻʀʏɽʉʂʀʁ 

ʌʋʅʂʎʀʆʅɸʃʀɿʄ 

ʉʦʚʨʝʤʝʥʥʳʝ GPT-ʘʩʩʠʩʪʝʥʪʳ (GPTA) ʯʘʩʪʦ ʜʝʤʦʥʩʪʨʠʨʫʶʪ 

ʧʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʝ ʧʘʨʘʤʝʪʨʳ, ʢʦʪʦʨʳʝ ʧʨʠʥʷʪʦ ʩʯʠʪʘʪʴ ʭʘʨʘʢʪʝʨʠʩʪʠʢʘʤʠ  

ʯʝʣʦʚʝʯʝʩʢʦʡ ʣʠʯʥʦʩʪʠ: ʨʘʟʫʤ, ʧʦʥʠʤʘʥʠʝ, ʤʦʪʠʚʘʮʠʶ, ʥʘʤʝʨʝʥʠʝ, ʫʙʝʞʜʝʥʠʝ, 

ʩʤʳʩʣ, ʪʚʦʨʯʝʩʪʚʦ, ʤʦʨʘʣʴ, ʢʨʘʩʦʪʫ, ʮʝʣʦʩʪʥʦʩʪʴ, ʩʫʙʲʝʢʪʥʦʩʪʴ ʠ ʤʥ. ʜʨ. ʅʘʧʨʠʤʝʨ, 

ʚ ʪʝʢʩʪʘʭ, ʧʨʦʜʫʮʠʨʫʝʤʳʭ ʩ ʧʦʤʦʱʴʶ ʜʘʥʥʦʡ ʪʝʭʥʦʣʦʛʠʠ, ʧʦʤʠʤʦ ʧʨʠʩʫʪʩʪʚʠʷ ʚ 

ʥʠʭ ʠʩʢʦʤʦʛʦ ʧʦʣʴʟʦʚʘʪʝʣʝʤ ʦʧʨʝʜʝʣʝʥʥʦʛʦ ʩʦʜʝʨʞʘʥʠʷ, ʦʙʥʘʨʫʞʠʚʘʶʪʩʷ 

ʣʠʥʛʚʠʩʪʠʯʝʩʢʠʝ ʤʘʨʢʝʨʳ ʵʤʦʮʠʦʥʘʣʴʥʳʭ ʩʦʩʪʦʷʥʠʡ, ʦʮʝʥʦʯʥʳʭ ʧʦʟʠʮʠʡ, 

ʚʢʣʶʯʘʷ ʩʘʤʦʦʮʝʥʢʫ, ʧʘʨʘʤʝʪʨʳ ʤʦʪʠʚʘʮʠʠ ʠ ʪ.ʧ. ʊʘʢʠʝ ʩʠʩʪʝʤʳ, ʚ ʦʩʦʙʝʥʥʦʩʪʠ 

ʧʨʠ ʜʦʧʦʣʥʝʥʠʠ ʠʭ ʤʫʣʴʪʠʤʝʜʠʡʥʳʤʠ ʘʫʜʠʦʚʠʟʫʘʣʠʟʘʮʠʷʤʠ ñʣʠʯʥʦʩʪʠò, 

ʩʧʦʩʦʙʥʳ ʩʳʛʨʘʪʴ ʨʦʣʴ ʘʢʪʝʨʘ ʢʦʤʤʫʥʠʢʘʮʠʠ, ʚʚʦʜʷʱʝʛʦ ʚ ʟʘʙʣʫʞʜʝʥʠʝ 

ʚʟʘʠʤʦʜʝʡʩʪʚʫʶʱʠʭ ʩ ʥʠʤ ʣʶʜʝʡ. ʆʙʤʘʥ ʧʨʠ çʧʦʜʤʝʥʝ ʣʠʯʥʦʩʪʠè ʩʨʝʜʩʪʚʘʤʠ, 

ʧʦʜʦʙʥʳʤʠ GPT, ʩʪʘʥʦʚʠʪʩʷ ʦʙʱʠʤ ʤʝʩʪʦʤ ʜʣʷ ʦʙʦʟʥʘʯʝʥʠʷ ʨʠʩʢʦʚ ʠ ʫʛʨʦʟ ʩʦ 

ʩʪʦʨʦʥʳ ñʛʝʥʝʨʘʪʠʚʥʦʛʦ ʀʀò. 

ɺʳʷʚʣʝʥʠʝ ʧʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʭ ʤʘʨʢʝʨʦʚ ʩʣʫʞʠʪ ʧʦʚʦʜʦʤ ʜʣʷ ʟʘʷʚʣʝʥʠʡ ʚ 

ʉʄʀ, ʥʘ ʥʘʫʯʥʳʭ ʠ ʙʠʟʥʝʩ-ʢʦʥʬʝʨʝʥʮʠʷʭ ʦ ʪʦʤ, ʯʪʦ GPT-ʩʠʩʪʝʤʳ ʚʩʪʘʣʠ ʥʘ ʧʫʪʴ 

ñʩʠʣʴʥʦʛʦ ʀʀò. ɼʝʢʣʘʨʠʨʫʝʪʩʷ, ʯʪʦ ʜʘʣʴʥʝʡʰʝʝ ʨʘʟʚʠʪʠʝ ʵʪʠʭ ʪʝʭʥʦʣʦʛʠʡ ʤʦʞʝʪ 

ʧʨʠʚʝʩʪʠ ʢ ʬʦʨʤʠʨʦʚʘʥʠʶ ʫ ʥʠʭ ʯʝʣʦʚʝʯʝʩʢʠʭ ʭʘʨʘʢʪʝʨʠʩʪʠʢ: ʢʨʝʘʪʠʚʥʦʩʪʠ, 

ʩʧʦʩʦʙʥʦʩʪʠ ʢ ʮʝʣʝʧʦʣʘʛʘʥʠʶ, ʧʨʠʥʷʪʠʶ ʨʝʰʝʥʠʡ, ʤʦʨʘʣʴʥʦʤʫ ʚʤʝʥʝʥʠʶ ʠ ʪ.ʧ. 

ɿʜʝʩʴ ʞʝ ʚʦʟʥʠʢʘʝʪ ʠ ʚʦʧʨʦʩ ʦ ʟʘʤʝʥʝ ʣʶʜʝʡ ʩʠʩʪʝʤʘʤʠ ʀʀ. ɽʩʣʠ ʜʣʷ ʟʘʤʝʥʳ 

ʪʨʘʜʠʮʠʦʥʥʳʤʠ ʩʠʩʪʝʤʘʤʠ ʀʀ ʨʘʩʩʤʘʪʨʠʚʘʶʪʩʷ ʧʨʦʬʝʩʩʠʠ ʩ ʫʯʝʪʦʤ ʨʘʙʦʪʳ ʚ 

ʩʣʘʙʦ ʬʦʨʤʘʣʠʟʫʝʤʳʭ ʦʙʣʘʩʪʷʭ, ʥʦ ʩ ʦʧʦʨʦʡ ʥʘ ʘʚʪʦʤʘʪʠʟʘʮʠʶ ʨʫʪʠʥʥʳʭ 

ʧʨʦʮʝʜʫʨ, ʪʦ ʚ ʩʣʫʯʘʝ ʩ ʛʝʥʝʨʘʪʠʚʥʳʤ ʀʀ ʟʘʤʝʥʷʶʪʩʷ ʪʚʦʨʯʝʩʢʠʝ, ʧʨʠʥʮʠʧʠʘʣʴʥʦ 

ʥʝʬʦʨʤʘʣʠʟʫʝʤʳʝ ʧʨʦʬʝʩʩʠʠ. ɺʦʧʨʦʩʳ ʧʨʠʧʠʩʳʚʘʥʠʷ ʧʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʭ 

ʬʝʥʦʤʝʥʦʚ ʨʝʟʫʣʴʪʘʪʘʤ ʬʫʥʢʮʠʦʥʠʨʦʚʘʥʠʷ ʩʠʩʪʝʤ ʀʀ, ʦʮʝʥʢʘ ʜʦʚʝʨʠʷ ʢ 

ʧʨʦʮʝʜʫʨʘʤ ʪʘʢʦʛʦ ʧʨʠʧʠʩʳʚʘʥʠʷ, ʥʘʯʠʥʘʷ ʦʪ ʜʝʬʠʥʠʮʠʡ ʠ ʚʳʙʦʨʘ ʠʭ 

ʢʦʤʧʴʶʪʝʨʥʦʡ ʘʨʭʠʪʝʢʪʫʨʳ, ʠʟʫʯʘʝʪʩʷ ʚ ʤʝʪʦʜʦʣʦʛʠʠ, ʧʦʣʫʯʠʚʰʝʡ ʚ ʧʦʩʣʝʜʥʠʝ 

ʜʝʩʷʪʠʣʝʪʠʷ ʥʘʟʚʘʥʠʝ ñʬʫʥʢʮʠʦʥʘʣʠʟʤ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘò. ʕʪʘ 

ʤʝʪʦʜʦʣʦʛʠʷ ʣʘʢʦʥʠʯʥʦ ʧʨʝʜʩʪʘʚʣʝʥʘ ʚ (ɸʣʝʢʩʝʝʚ, 2019) ʥʘ ʫʨʦʚʥʝ ʢʦʥʮʝʧʪʫʘʣʴʥʦʡ 

ʦʨʛʘʥʠʟʘʮʠʠ ʩʦʚʨʝʤʝʥʥʳʭ ʧʨʦʝʢʪʦʚ ʦʙʱʝʛʦ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ: 

ʠʩʢʫʩʩʪʚʝʥʥʦʡ ʞʠʟʥʠ, ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʩʦʟʥʘʥʠʷ (ʤʦʟʛʘ), ʠʩʢʫʩʩʪʚʝʥʥʦʡ ʣʠʯʥʦʩʪʠ, 

ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʦʙʱʝʩʪʚʘ, ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʤʠʨʘ.  

ʌʫʥʢʮʠʦʥʘʣʠʟʤ ʀʀ ï ʵʪʦ ʥʘʧʨʘʚʣʝʥʠʝ ʥʘʫʯʥʦ-ʪʝʦʨʝʪʠʯʝʩʢʠʭ ʠ ʠʥʞʝʥʝʨʥʦ-

ʪʝʭʥʦʣʦʛʠʯʝʩʢʠʭ ʠʩʩʣʝʜʦʚʘʥʠʡ, ʦʨʠʝʥʪʠʨʦʚʘʥʥʦʝ ʥʘ ʧʦʩʪʨʦʝʥʠʝ ʠ ʧʨʠʤʝʥʝʥʠʝ 

ʢʦʤʧʴʶʪʝʨʥʳʭ ʨʝʧʣʠʢʘʮʠʡ (ʠʤʠʪʘʮʠʡ), ʨʝʧʨʝʟʝʥʪʘʮʠʡ (ʤʦʜʝʣʝʡ) ʠ ʨʝʧʨʦʜʫʢʮʠʡ 

ʢʦʛʥʠʪʠʚʥʳʭ ʬʝʥʦʤʝʥʦʚ ʩʘʤʦʛʦ ʰʠʨʦʢʦʛʦ ʩʧʝʢʪʨʘ ʞʠʟʥʝʥʥʳʭ, ʧʩʠʭʠʯʝʩʢʠʭ, 

ʣʠʯʥʦʩʪʥʳʭ ʠ ʦʙʱʝʩʪʚʝʥʥʳʭ ʧʨʦʷʚʣʝʥʠʡ. ʀʩʭʦʜʥʦʡ ʦʩʥʦʚʦʡ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʀʀ 

ʷʚʣʷʝʪʩʷ ʧʩʠʭʦʬʠʟʠʦʣʦʛʠʯʝʩʢʘʷ ʪʝʦʨʠʷ ʤʘʰʠʥʥʦʛʦ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʍʠʣʘʨʠ 

ʇʘʪʥʵʤʘ 60-ʭ ʛʛ. ʧʨʦʰʣʦʛʦ ʚʝʢʘ. ɺ 1960 ʛʦʜʫ ʦʥ ʫʪʚʝʨʞʜʘʣ, ʯʪʦ ʧʨʠ ʠʟʫʯʝʥʠʠ 

ʠʥʪʝʨʩʫʙʲʝʢʪʠʚʥʳʭ ʚʦʧʨʦʩʦʚ ʕɺʄ ʤʦʞʝʪ ʚʳʧʦʣʥʷʪʴ ʨʦʣʴ, ʠʥʚʘʨʠʘʥʪʥʫʶ 

ʬʫʥʢʮʠʷʤ ʤʦʟʛʘ (Putnam, 1960).  
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ʅʘʧʨʠʤʝʨ, ʦʮʝʥʠʚʘʪʴ ʙʦʣʴ ʜʨʫʛʦʛʦ ʯʝʣʦʚʝʢʘ ʤʦʞʥʦ ʪʨʦʷʢʦ: ʚʦ-ʧʝʨʚʳʭ, 

ʙʠʭʝʡʚʠʦʨʘʣʴʥʦ, ʧʦ ʩʪʦʥʘʤ; ʚʦ-ʚʪʦʨʳʭ, ʬʠʟʠʢʘʣʴʥʦ, ʧʦ ʠʟʫʯʝʥʠʶ ʧʘʪʪʝʨʥʦʚ 

ʥʝʡʨʘʣʴʥʦʡ ʜʠʥʘʤʠʢʠ; ʚ-ʪʨʝʪʴʠʭ, ʬʫʥʢʮʠʦʥʘʣʴʥʦ, ʧʦ ʦʪʢʘʟʫ ñʪʨʠʛʛʝʨʘ ˉ 36ò ʚ 

ʯʠʧʝ, ʢʦʪʦʨʳʡ ʨʝʧʨʦʜʫʮʠʨʫʝʪ ʥʝʡʨʦʥʳ, ʦʱʫʱʘʶʱʠʝ ʙʦʣʴ, ʚ ʩʦʩʪʘʚʝ ʨʘʙʦʪʳ ʤʦʟʛʘ 

ʢʘʢ ʩʠʩʪʝʤʳ. ɺ 1997 ʛʦʜʫ ʘʚʪʦʨ ʤʘʰʠʥʥʦʛʦ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʦʪʢʘʟʘʣʩʷ ʦʪ 

ʩʦʙʩʪʚʝʥʥʳʭ ʠʜʝʡ, ʫʢʘʟʘʚ ʥʘ ʩʣʦʞʥʦʩʪʴ ʚʳʷʚʣʝʥʠʷ ʬʫʥʢʮʠʦʥʘʣʴʥʳʭ ʩʚʷʟʝʡ ʠ ʚ 

ʦʙʱʝʩʪʚʝ, ʠ ʚ ʯʝʣʦʚʝʢʝ: ñʂʦʛʥʠʪʠʚʥʘʷ ʬʠʟʠʢʘ ʥʝʚʦʟʤʦʞʥʘ, ʪʦʯʥʦ ʪʘʢ, ʢʘʢ ʨʘʥʝʝ 

ʩʪʘʣʘ ʦʯʝʚʠʜʥʦʡ ʥʝʚʦʟʤʦʞʥʦʩʪʴ ʩʦʮʠʘʣʴʥʦʡ ʬʠʟʠʢʠ ʆ. ʂʦʥʪʘò (Putnam, 1997). 

ʆʜʥʘʢʦ ʚʨʷʜ ʣʠ ʵʪʦ ʫʪʚʝʨʞʜʝʥʠʝ ʩʧʦʩʦʙʥʦ ʦʩʪʘʥʦʚʠʪʴ ʩʪʦʨʦʥʥʠʢʦʚ ʩʦʚʨʝʤʝʥʥʦʛʦ 

ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʀʀ. ʉʝʛʦʜʥʷ ʚ ʬʦʨʤʠʨʦʚʘʥʠʠ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʀʀ ʚʳʜʝʣʷʶʪʩʷ 

ʩʦʙʠʨʘʪʝʣʴʥʳʡ, ʦʧʨʝʜʝʣʠʪʝʣʴʥʳʡ ʠ ʥʘʙʣʶʜʘʪʝʣʴʥʳʡ ʧʦʜʭʦʜʳ (ɸʣʝʢʩʝʝʚ, 2019). 

ʉʦʙʠʨʘʪʝʣʴʥʳʡ ʧʦʜʭʦʜ ʦʪʚʝʯʘʝʪ ʟʘ ʩʙʦʨ, ʠʜʝʥʪʠʬʠʢʘʮʠʶ, ʢʦʦʨʜʠʥʘʮʠʶ, 

ʬʦʨʤʘʣʠʟʘʮʠʶ, ʩʠʩʪʝʤʘʪʠʟʘʮʠʶ, ʫʥʠʬʠʢʘʮʠʶ, ʢʦʜʠʬʠʢʘʮʠʶ ʚʩʝʚʦʟʤʦʞʥʳʭ 

ʬʫʥʢʮʠʦʥʘʣʠʩʪʩʢʠʭ ʪʝʦʨʠʡ. ʆʧʨʝʜʝʣʠʪʝʣʴʥʳʡ ʧʦʜʭʦʜ ʦʙʝʩʧʝʯʠʚʘʝʪ ʘʥʘʣʠʟ ʠ 

ʚʳʷʚʣʝʥʠʝ ʛʣʘʚʥʳʭ ʬʫʥʢʮʠʦʥʘʣʠʩʪʩʢʠʭ ʭʘʨʘʢʪʝʨʠʩʪʠʢ, ʦʪʥʦʰʝʥʠʡ, 

ʟʘʢʦʥʦʤʝʨʥʦʩʪʝʡ, ʧʨʠʯʠʥʥʦʩʪʝʡ, ʠʥʚʘʨʠʘʥʪʥʳʭ ʦʪʥʦʩʠʪʝʣʴʥʦ ʩʦʜʝʨʞʘʥʠʷ 

ʢʦʛʥʠʪʠʚʥʳʭ ʬʝʥʦʤʝʥʦʚ. ʅʘʙʣʶʜʘʪʝʣʴʥʳʡ ʧʦʜʭʦʜ ʧʦʟʚʦʣʷʝʪ ʦʮʝʥʠʚʘʪʴ ʨʘʟʣʠʯʥʳʝ 

ʦʪʥʦʰʝʥʠʷ ʯʝʣʦʚʝʢʘ ʢ ʢʦʤʧʴʶʪʝʨʥʦʤʫ ʤʠʨʫ ʩʠʩʪʝʤ ʀʀ: ʦʥʪʦʣʦʛʠʯʝʩʢʠʝ, 

ʵʧʠʩʪʝʤʦʣʦʛʠʯʝʩʢʠʝ, ʣʦʛʠʯʝʩʢʠʝ, ʣʠʥʛʚʠʩʪʠʯʝʩʢʠʝ, ʘʢʩʠʦʣʦʛʠʯʝʩʢʠʝ, 

ʵʩʪʝʪʠʯʝʩʢʠʝ, ʵʪʠʯʝʩʢʠʝ, ʧʨʘʢʩʝʦʣʦʛʠʯʝʩʢʠʝ ʠ ʜʨʫʛʠʝ ʬʫʥʜʘʤʝʥʪʘʣʴʥʳʝ 

ʦʪʥʦʰʝʥʠʷ.  

ɺʦʟʥʠʢʘʝʪ ʚʦʧʨʦʩ: ʢʘʢ ʚʧʠʩʳʚʘʝʪʩʷ ʠʜʝʷ ñʛʝʥʝʨʘʪʠʚʥʦʛʦ ʀʀò ʚ ʤʝʪʦʜʦʣʦʛʠʶ 

ʩʦʚʨʝʤʝʥʥʦʛʦ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʀʀ, ʚ ʦʙʦʟʥʘʯʝʥʥʳʝ ʚʳʰʝ ʠ ʬʫʥʜʘʤʝʥʪʘʣʴʥʳʝ 

ʦʪʥʦʰʝʥʠʷ? ʀ ʚʦʦʙʱʝ ʚʧʠʩʳʚʘʝʪʩʷ ʣʠ ʦʥʘ ʚ ʵʪʠ ʧʦʜʭʦʜʳ?  

ʄʘʰʠʥʥʳʡ ʬʫʥʢʮʠʦʥʘʣʠʟʤ ʩʝʤʠʜʝʩʷʪʠʣʝʪʥʝʡ ʜʘʚʥʦʩʪʠ ʘʧʝʣʣʠʨʦʚʘʣ ʢ ʠʜʝʝ 

ʤʘhʠʥʳ ʊʴʶʨʠʥʛʘ. ɺ ʪʝ ʛʦʜʳ ʪʝʩʪ ʊʴʶʨʠʥʛʘ ʥʝ ʜʦʩʪʠʛ ʧʦʧʫʣʷʨʥʦʩʪʠ ʠ ʧʨʦ ʩʪʘʪʴʶ 

(Turing, 1950) ʫʧʦʤʠʥʘʣʠ ʝʜʠʥʠʮʳ. ʇʦʵʪʦʤʫ ʍ. ʇʘʪʥʵʤ ʚ (Putnam, 1960) ʠʜʝʶ ʪʝʩʪʘ 

ʊʴʶʨʠʥʛʘ ʧʨʦʩʪʦ-ʥʘʧʨʦʩʪʦ ʥʝ ʟʘʤʝʪʠʣ. ʉʦʚʨʝʤʝʥʥʳʡ ʬʫʥʢʮʠʦʥʘʣʠʟʤ ʀʀ 

ʙʘʟʠʨʫʝʪʩʷ ʥʘ ʤʝʪʦʜʦʣʦʛʠʠ ʢʦʤʧʣʝʢʩʥʦʛʦ ʪʝʩʪʘ ʊʴʶʨʠʥʛʘ, ʢʦʪʦʨʳʡ 

ʩʠʩʪʝʤʘʪʠʯʝʩʢʠ ʠʟʫʯʘʝʪ ʧʨʠʥʮʠʧʠʘʣʴʥʳʝ ʚʦʧʨʦʩʳ ʢʦʤʧʴʶʪʝʨʥʦʡ ʨʝʘʣʠʟʘʮʠʠ 

ʢʦʛʥʠʪʠʚʥʳʭ ʬʝʥʦʤʝʥʦʚ ʩʘʤʦʛʦ ʰʠʨʦʢʦʛʦ ʩʧʝʢʪʨʘ. ɺ (ɸʣʝʢʩʝʝʚ, 2008, 2013, 2016; 

ʃʝʢʪʦʨʩʢʠʡ, 2022) ʨʘʩʩʤʘʪʨʠʚʘʣʩʷ ñʢʦʩʪʷʢò ʥʘʠʙʦʣʝʝ ʧʦʧʫʣʷʨʥʳʭ ʪʴʶʨʠʥʛʦʚʳʭ 

ʪʝʩʪʦʚ, ʦʪʚʝʯʘʶʱʠʭ ʥʘ ʚʦʧʨʦʩʳ: ʤʦʞʝʪ ʣʠ ʤʘʰʠʥʘ, ʢʘʢ ʯʝʣʦʚʝʢ, ʤʳʩʣʠʪʴ, 

ʩʦʟʥʘʚʘʪʴ, ʧʦʥʠʤʘʪʴ, ʪʚʦʨʠʪʴ, ʣʶʙʠʪʴ, ʜʨʫʞʠʪʴ, ʙʳʪʴ ʣʠʯʥʦʩʪʴʶ, ʩʚʦʙʦʜʥʦʡ, 

ʜʦʙʨʦʜʝʪʝʣʴʥʦʡ ʠ ʧʨ.  

ʅʘ ʧʝʨʚʳʡ ʚʟʛʣʷʜ ʢʘʞʝʪʩʷ, ʯʪʦ ʧʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʡ ʬʫʥʢʮʠʦʥʘʣʠʟʤ, 

ʠʟʫʯʘʶʱʝʡ ʚʦʧʨʦʩʳ ñʟʘʤʝʥʳò ʝʩʪʝʩʪʚʝʥʥʳʭ ʣʠʯʥʦʩʪʝʡ ʬʫʥʢʮʠʦʥʘʣʴʥʳʤʠ 

ñʜʚʦʡʥʠʢʘʤʠò ʟʘʜʘʝʪʩʷ ʪʝʩʪʘʤʠ, ʢʦʪʦʨʳʝ ʙʣʠʟʢʠ ʧʨʦʙʣʝʤʘʪʠʢʝ ʢʦʤʧʴʶʪʝʨʥʦʛʦ 

ʤʦʜʝʣʠʨʦʚʘʥʠʷ ʣʠʯʥʦʩʪʠ. ʅʘʧʨʠʤʝʨ, ʪʝʩʪ ñʠʩʢʫʩʩʪʚʝʥʥʦʡ ʣʠʯʥʦʩʪʠò (ʜʦʩʪʘʪʦʯʥʦ 

ʧʦʜʨʦʙʥʦ ʨʘʩʢʨʳʪ ʚ (ɸʣʝʢʩʝʝʚ, 2016)) ʠ ʪʝʩʪ ñʟʦʤʙʠò (ɸʣʝʢʩʝʝʚ, 2020) 

ʚʦʩʧʨʦʠʟʚʦʜʠʪ ʤʝʪʘʬʠʟʠʯʝʩʢʫʶ ʜʨʘʤʫ ʧʝʨʩʦʥʘʞʝʡ ʤʳʩʣʝʥʥʳʭ ʵʢʩʧʝʨʠʤʝʥʪʦʚ 

ʬʠʣʦʩʦʬʠʠ ʩʦʟʥʘʥʠʷ. ɼ. ɼʝʥʥʝʪʪ ʧʦʣʘʛʘʝʪ, ʯʪʦ ʚʩʝ ʤʳ, ʣʶʜʠ, ʥʘ ʩʝʛʦʜʥʷʰʥʝʤ ʵʪʘʧʝ 

ʘʥʪʨʦʧʦʩʦʮʠʦʛʝʥʝʟʘ, ʷʚʣʷʝʤʩʷ ʚʩʝʛʦ ʣʠʰʴ ʟʦʤʙʠ, ʥʦ ʤʦʞʝʤ ʩʪʘʪʴ ʩʦʟʥʘʪʝʣʴʥʳʤʠ ʚ 

ʫʩʣʦʚʠʷʭ ʛʣʦʙʘʣʴʥʦʛʦ ʀʀ, ʢʦʪʦʨʳʡ ʧʦʟʚʦʣʠʪ ʯʝʪʢʦ ʦʩʦʟʥʘʪʴ ʨʦʣʴ ʠ ʤʝʩʪʦ ʢʘʞʜʦʛʦ 
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ʚ ʩʠʩʪʝʤʝ ʯʝʣʦʚʝʯʝʩʪʚʘ ʚ ʮʝʣʦʤ. ɼʞ. ʉʝʨʣʴ, ʥʘʧʨʦʪʠʚ, ʫʙʝʞʜʝʥ, ʯʪʦ ʤʳ ʚ ʜʘʣʝʢʦʤ 

ʧʨʦʰʣʦʤ ʦʙʣʘʜʘʣʠ ʧʦʣʥʦʪʦʡ ʣʠʯʥʦʩʪʥʳʭ ʩʧʦʩʦʙʥʦʩʪʝʡ, ʘ ʚʦʪ ʀʀ-ʩʠʩʪʝʤʳ 

ʫʩʢʦʨʷʶʪ ʜʝʛʨʘʜʘʮʠʶ ʣʶʜʝʡ ʠ ʩʢʦʨʦ ʤʳ ʧʨʝʚʨʘʪʠʤʩʷ ʚ ʟʦʤʙʠ. 

ʕʪʠ ʤʝʪʘʬʠʟʠʯʝʩʢʠʝ ʢʘʨʪʠʥʢʠ ʟʘʙʘʚʥʳ, ʠ ʧʨʠ ʵʪʦʤ ʦʥʠ ʧʦʣʝʟʥʳ, ʪʘʢ ʢʘʢ 

ʚʳʨʘʞʘʶʪ ʣʦʛʠʯʝʩʢʠ ʜʦʩʪʘʪʦʯʥʳʝ ʦʩʥʦʚʘʥʠʷ ʪʦʛʦ, ʯʪʦʙʳ GPT-ʩʠʩʪʝʤʘ ʧʨʦʭʦʜʠʣʘ 

ʪʝʩʪ ʥʘ ñʣʠʯʥʦʩʪʥʦʝò. ʀʤʝʝʪʩʷ ʤʥʦʛʦ ʠʥʳʭ ʢʦʛʥʠʪʠʚʥʳʭ ʬʝʥʦʤʝʥʦʚ, ʢʦʪʦʨʳʝ 

ʥʝʦʙʭʦʜʠʤʦ ʠʤʠʪʠʨʦʚʘʪʴ ʩʨʝʜʩʪʚʘʤʠ GPT ï ʧʦʥʠʤʘʥʠʝ, ʧʦʜʩʦʟʥʘʥʠʝ, ʵʤʦʮʠʷ, 

ʩʘʤʦʦʧʨʝʜʝʣʝʥʠʝ, ʚʦʣʷ... ʅʘ ʥʘʰ ʚʟʛʣʷʜ, ʣʦʛʠʯʝʩʢʠ ʥʝʦʙʭʦʜʠʤʳʤʠ ʜʣʷ ʚʳʷʚʣʝʥʠʷ 

ʬʫʥʢʮʠʦʥʘʣʴʥʳʭ ʧʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʭ ʠʥʚʘʨʠʘʥʪʦʚ ʷʚʣʷʝʪʩʷ ñʩʤʳʩʣò ʠ 

ñʪʚʦʨʯʝʩʪʚʦò. ɽʩʣʠ ʥʝʪ ʵʪʠʭ ʬʝʥʦʤʝʥʦʚ, ʪʦ ʥʠ ʦ ʢʘʢʠʭ ʧʨʦʷʚʣʝʥʠʷʭ ñʣʠʯʥʦʩʪʠò 

ʫʪʚʝʨʞʜʘʪʴ ʥʝʣʴʟʷ, ʵʪʦ ʧʨʦʩʪʦ-ʥʘʧʨʦʩʪʦ ʣʦʛʠʯʝʩʢʠ ʥʝʚʦʟʤʦʞʥʦ. 

ʇʈʆʍʆɼʗʊ ʃʀ GPT-ɸʉʉʀʉʊɽʅʊʓ ʆʈʀɻʀʅɸʃʔʅʓʁ ʊɽʉʊ 

ʊʔʖʈʀʅɻɸ? 

GPTA ʧʨʦʭʦʜʠʪ ʦʨʠʛʠʥʘʣʴʥʳʡ ʪʝʩʪ ʊʴʶʨʠʥʛʘ, ʠʛʨʫ ʚ ʠʤʠʪʘʮʠʶ ʠʥʪʝʣʣʝʢʪʘ. 

ɺʦʧʨʦʩ ʦ ʧʨʦʭʦʞʜʝʥʠʝ ʪʴʶʨʠʥʛʦʚʦʡ ʠʛʨʳ ʚ ʠʤʠʪʘʮʠʶ, ʢʘʢ ʧʨʘʚʠʣʦ, ʧʨʝʜʰʝʩʪʚʫʝʪ 

ʜʨʫʛʠʤ ʚʦʧʨʦʩʘʤ ʣʶʙʦʛʦ ʯʘʩʪʥʦʛʦ ʪʝʩʪʘ ʠʟ ʩʦʩʪʘʚʘ ʢʦʤʧʣʝʢʩʥʦʛʦ ʪʝʩʪʘ ʊʴʶʨʠʥʛʘ. 

ʉʣʝʜʫʝʪ ʩʨʘʟʫ ʦʪʤʝʪʠʪ, ʯʪʦ ʵʪʘ ñʠʛʨʘò ʚʳʭʦʜʠʪ ʟʘ ʛʨʘʥʠʮʳ ʤʝʪʦʜʦʣʦʛʠʠ 

ʙʠʭʝʡʚʠʦʨʠʟʤʘ: ʪʴʶʨʠʥʛʦʚʳʝ ñʜʠʩʧʦʟʠʮʠʠò ʚʳʯʠʩʣʠʤʳ. ɺʳʯʠʩʣʠʤʦʩʪʴ 

ʪʨʘʢʪʫʝʪʩʷ ʥʝ ʢʘʢ ʘʨʠʬʤʝʪʠʯʝʩʢʠʝ ʧʨʝʦʙʨʘʟʦʚʘʥʠʷ, ʘ ʢʘʢ ʧʦʨʷʜʦʢ ʩʣʝʜʦʚʘʥʠʷ 

ʧʨʦʛʨʘʤʤʝ. ʕʪʦʪ ʧʦʨʷʜʦʢ ʚ ʦʙʱʝʤ ʩʣʫʯʘʝ ʢʦʜʠʨʫʝʪʩʷ ʮʝʣʳʤʠ ʯʠʩʣʘʤʠ. ɺ 

ʙʠʭʝʡʚʠʦʨʠʟʤʝ ʧʨʝʜʤʝʪʦʤ ʢʦʛʥʠʪʠʚʥʦʛʦ ʘʥʘʣʠʟʘ ʚʳʩʪʫʧʘʝʪ ʥʝ ʥʝʢʘʷ ʤʝʥʪʘʣʴʥʘʷ 

ʩʪʨʫʢʪʫʨʘ ʩʦʟʥʘʥʠʷ, ʘ ʦʙʲʝʢʪʠʚʥʦ ʬʠʢʩʠʨʫʝʤʳʝ ʧʘʨʘʤʝʪʨʳ ʧʦʚʝʜʝʥʠʷ (ʨʝʘʢʮʠʠ), 

ʦʧʨʝʜʝʣʷʝʤʳʝ ʚʥʝʰʥʠʤʠ ʚʦʟʜʝʡʩʪʚʠʷʤʠ (ʩʪʠʤʫʣʘʤʠ). ɺ ʣʠʥʛʚʠʩʪʠʯʝʩʢʦʤ 

ʙʠʭʝʚʠʦʨʠʟʤʝ ʩʪʠʤʫʣʘʤʠ ʠ ʨʝʘʢʮʠʷʤʠ ʜʠʩʧʦʟʠʮʠʡ ʷʚʣʷʶʪʩʷ ʚʝʨʙʘʣʴʥʳʝ 

ʚʳʨʘʞʝʥʠʷ, ʠ ʪʘʢ ʢʘʢ ʦʩʫʱʝʩʪʚʣʷʝʪʩʷ ʤʘʥʠʧʫʣʷʮʠʷ ʩʝʤʠʦʪʠʯʝʩʢʠʤʠ ʢʦʤʧʣʝʢʩʘʤʠ, 

ʪʦ ʥʝ ʧʦʣʫʯʘʝʪʩʷ ʠʛʥʦʨʠʨʦʚʘʪʴ ʥʠ ʩʝʤʠʦʪʠʯʝʩʢʫʶ, ʥʠ ʧʨʘʛʤʘʪʠʯʝʩʢʫ  ʁʢʦʤʧʦʥʝʥʪʫ 

ʪʴʶʨʠʥʛʦʚʦʡ ʢʦʤʤʫʥʠʢʘʮʠʠ.  

ʇʝʨʚʘʷ ʢʦʤʧʦʥʝʥʪʘ ʧʨʝʜʧʦʣʘʛʘʝʪ ʦʪʥʦʰʝʥʠʝ ʩʠʤʚʦʣʴʥʳʭ ʚʳʨʘʞʝʥʠʡ ʢ 

ʦʙʲʝʢʪʠʚʥʦʡ, ʩʫʙʲʝʢʪʠʚʥʦʡ ʠʣʠ ʠʥʪʝʨʩʫʙʲʝʢʪʠʚʥʦʡ ʬʦʨʤʘʤ ʨʝʘʣʴʥʦʩʪʠ, ʪ.ʝ. 

ʚʳʜʝʣʝʥʠʝ ʤʝʥʪʘʣʴʥʦʛʦ ʧʘʨʘʤʝʪʨʘ ʢʘʢ ʟʥʘʯʝʥʠʷ. ɺʪʦʨʘʷ ʢʦʤʧʦʥʝʥʪʘ ʦʧʨʝʜʝʣʷʝʪ 

ʦʪʥʦʰʝʥʠʝ ʥʦʩʠʪʝʣʷ ʚʳʨʘʞʝʥʠʡ ʢ ʚʳʨʘʞʝʥʠʷʤ ʩ ʫʯʝʪʦʤ ʙʝʩʯʠʩʣʝʥʥʦʛʦ ʢʦʥʪʝʢʩʪʘ 

ʧʦʟʥʘʚʘʪʝʣʴʥʳʭ, ʧʨʦʠʟʚʦʜʩʪʚʝʥʥʳʭ, ʵʢʦʥʦʤʠʯʝʩʢʠʭ, ʩʦʮʠʘʣʴʥʳʭ, ʢʫʣʴʪʫʨʥʳʭ, 

ʤʦʨʘʣʴʥʳʭ ʠ ʧʨʦʯʠʭ ʦʪʥʦʰʝʥʠʡ. ʇʦʣʫʯʘʝʪʩʷ, ʯʪʦ ʚ ʜʠʩʧʦʟʠʮʠʷʭ ʜʦʣʞʝʥ 

ʧʨʠʩʫʪʩʪʚʦʚʘʪʴ ʩʤʳʩʣ ʢʘʢ ʩʧʝʮʠʘʣʴʥʳʡ ʧʨʝʜʤʝʪ ʧʨʦʛʨʘʤʤʠʨʦʚʘʥʠʷ. ʆʮʝʥʢʘ 

ʫʩʧʝʰʥʦʩʪʠ ʢʦʤʧʴʶʪʝʨʥʦʡ ʠʤʠʪʘʮʠʠ ʠʥʪʝʣʣʝʢʪʘ ʦʩʫʱʝʩʪʚʣʷʝʪʩʷ ʩʫʜʴʝʡ ʠ ʟʘʚʠʩʠʪ 

ʦʪ ʝʛʦ ʥʘʙʣʶʜʘʪʝʣʴʥʦʩʪʠ, ʢʦʤʧʝʪʝʥʪʥʦʩʪʠ, ʫʤʘ, ʙʝʩʢʦʨʳʩʪʥʦʩʪʠ ʠ ʧʨ. ʉʫʜʴʷ ʚʧʨʘʚʝ 

ʧʨʠʩʫʜʠʪʴ ʠʛʨʦʢʘʤ ʥʝ ʪʦʣʴʢʦ ʧʨʘʚʠʣʴʥʳʡ ʛʝʥʜʝʨ, ʢʘʢ ʠʟʥʘʯʘʣʴʥʦ ʟʘʜʫʤʳʚʘʣ ʘʚʪʦʨ 

ʦʨʠʛʠʥʘʣʴʥʦʛʦ ʪʝʩʪʘ, ʥʦ ʠ ʥʘʣʠʯʠʝ ʯʫʚʩʪʚ, ʤʦʪʠʚʦʚ, ʚʦʣʠ ʠ ʤʥʦʛʦʛʦ ʜʨʫʛʦʛʦ, ʚ ʪʦʤ 

ʯʠʩʣʝ ʠ ʣʠʯʥʦʩʪʥʦʛʦ. ʂʦʥʝʯʥʦ, ʥʝʦʙʭʦʜʠʤ ʥʝʢʦʪʦʨʳʡ ʤʠʥʠʤʫʤ ʢʦʤʧʴʶʪʝʨʥʳʭ 

ʜʦʩʪʠʞʝʥʠʡ ʠʤʠʪʘʮʠʠ ʠʥʪʝʣʣʝʢʪʘ, ʧʦ ʢʨʘʡʥʝʡ ʤʝʨʝ, ʩʧʦʩʦʙʥʦʩʪʠ ʚʝʩʪʠ ʜʠʘʣʦʛ. 

ʉʧʦʩʦʙʝʥ ʣʠ ʣʠʥʛʚʠʩʪʠʯʝʩʢʠʡ ʙʠʭʝʡʚʠʦʨʠʟʤ, ʥʘʫʯʠʚʰʠʡʩʷ ʧʨʦʛʨʘʤʤʠʨʦʚʘʪʴ 

ʜʠʩʧʦʟʠʮʠʠ ʠ, ʙʣʘʛʦʜʘʨʷ ʵʪʦʤʫ, ʧʨʝʩʪʫʧʠʚʰʠʡ ʧʦʨʦʛ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ, 
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ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 
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ʠʤʠʪʠʨʦʚʘʪʴ ʢʨʝʘʪʠʚʥʦʩʪʴ ʠ ʦʩʤʳʩʣʝʥʥʦʩʪʴ ʦʪʚʝʪʦʚ ʥʘ ʚʦʧʨʦʩ?  ɼʣʷ ʦʮʝʥʢʠ ʵʪʦʛʦ 

ʚ ʩʦʩʪʘʚʝ ʢʦʤʧʣʝʢʩʥʦʛʦ ʪʝʩʪʘ ʊʴʶʨʠʥʛʘ ʠʟʫʯʘʶʪʩʷ ʪʝʩʪ ʃʘʚʣʝʡʩ ʠ ʨʘʟʣʠʯʥʳʝ 

ʚʝʨʩʠʠ ʪʝʩʪʘ ɹʣʦʢʘ. 

ʉʇʆʉʆɹʅʓ ʃʀ GPT-ɸʉʉʀʉʊɽʅʊʓ ʇʈʆʁʊʀ ʊɽʉʊ ʃɸɺʃɽʁʉ? 

GPTA ʥʝ ʧʨʦʭʦʜʠʪ ʪʝʩʪ ʃʘʚʣʝʡʩ, ʪ.ʝ. ʪʝʩʪ ʥʘ ʢʨʝʘʪʠʚʥʦʩʪʴ. ɺʧʝʨʚʳʝ 

ñʪʝʩʪò ʥʘ ʢʦʤʧʴʶʪʝʨʥʦʝ ʪʚʦʨʯʝʩʪʚʦ ʧʨʝʜʣʦʞʠʣʘ ɸʜʘ ʃʘʚʣʝʡʩ ʚ 1843 ʛ.: ʤʘʰʠʥʘ 

ʩʧʦʩʦʙʥʘ ʥʘ ʤʥʦʛʦʝ, ʥʘʧʨʠʤʝʨ, ʚʳʯʠʩʣʷʪʴ, ʠʩʧʦʣʥʷʪʴ ʤʫʟʳʢʘʣʴʥʳʝ ʩʠʤʬʦʥʠʠ. ʅʦ 

ʧʨʠ ʵʪʦʤ ʩʧʦʩʦʙʥʘ ʜʝʣʘʪʴ ʪʦʣʴʢʦ ʪʦ, ʯʪʦ ʝʡ ʫʢʘʟʳʚʘʝʪ (ʠʥʩʪʨʫʢʪʠʨʫʝʪ) ʩʜʝʣʘʪʴ 

ʯʝʣʦʚʝʢ. ʄʘʰʠʥʘ ʪʚʦʨʠʪʴ ʥʝ ʤʦʞʝʪ! (A.L.L., 1843). 

ɸ. ʊʴʶʨʠʥʛ ʚ 1950 ʛʦʜʫ ʩʜʝʣʘʣ ʧʦʩʣʘʙʣʝʥʠʝ ʚ ʜʝʬʠʥʠʮʠʷʭ: ʪʚʦʨʯʝʩʢʠʤ 

ʷʚʣʷʝʪʩʷ ʪʦ, ʯʪʦ ʫʜʠʚʣʷʝʪ ʥʘʙʣʶʜʘʪʝʣʷ ʠ ʷʚʣʷʝʪʩʷ ʥʝʦʞʠʜʘʥʥʳʤ. ʅʘʧʨʠʤʝʨ, 

ʙʣʘʛʦʜʘʨʷ ʤʘʰʠʥʥʦʤʫ ʦʙʫʯʝʥʠʶ ʯʝʣʦʚʝʢ ʣʠʰʴ ʧʨʝʜʧʦʣʘʛʘʝʪ ʦʙʱʠʡ ʭʦʜ 

ʧʨʦʜʫʮʠʨʦʚʘʥʠʷ ʘʨʪʝʬʘʢʪʘ, ʢʦʥʢʨʝʪʥʦʝ ʞʝ ʚʦʧʣʦʱʝʥʠʝ ʜʦʩʪʠʛʘʝʪʩʷ ʚ ʬʫʥʢʮʠʷʭ 

(ʥʝʡʨʦ)ʢʦʤʧʴʶʪʝʨʘ (Turing, 1960, p. 469). ʅʦ ʪʘʢʘʷ ʢʦʥʢʨʝʪʠʢʘ, ʧʦ ʤʥʝʥʠʶ 

ɸ. ʊʴʶʨʠʥʛʘ, ʚʝʩʴʤʘ ʥʝʦʙʳʯʥʘ ʠ ʝʸ ʩʣʦʞʥʦ ʧʨʝʜʩʢʘʟʘʪʴ. 

ɺ 2000 ʛ. ʨʷʜ ʘʚʪʦʨʦʚ ʧʨʝʜʣʦʞʠʣʠ ʫʣʫʯʰʝʥʥʳʡ ʪʝʩʪ ʃʘʚʣʝʡʩ, ʚ ʢʦʪʦʨʦʤ 

ʬʠʛʫʨʠʨʦʚʘʣʠ ñʘʨʪʝʬʘʢʪʳò, ʙʣʘʛʦʜʘʨʷ ʢʦʪʦʨʳʤ ï ʧʦʜʯʝʨʢʥʝʤ ʵʪʦ ï GPT-ʩʠʩʪʝʤʳ 

ʩʪʘʣʠ ʧʦʧʫʣʷʨʥʳ ï ʢʘʨʪʠʥʳ, ʧʦʵʤʳ, ʤʫʟʳʢʘ (Bringsjord, Bello, Ferrucci, 2001). 

ʆʜʥʘʢʦ ʩʧʦʩʦʙʥʘ ʣʠ GPTA ʧʨʦʡʪʠ ʪʝʩʪ ʃʘʚʣʝʡʩ? ʂʦʤʧʴʶʪʝʨ ʧʨʦʡʜʝʪ ʵʪʦʪ ʪʝʩʪ 

ʪʦʛʜʘ ʠ ʪʦʣʴʢʦ ʪʦʛʜʘ, ʢʦʛʜʘ ʚʳʧʦʣʥʷʝʪʩʷ ʩʠʩʪʝʤʘ ʘʢʩʠʦʤ: 1) GPTA ʩʧʦʩʦʙʝʥ 

ʧʨʦʜʫʮʠʨʦʚʘʪʴ ʘʨʪʝʬʘʢʪ ɸ; 2) ʘʨʪʝʬʘʢʪ ɸ ʥʝ ʷʚʣʷʝʪʩʷ ʨʝʟʫʣʴʪʘʪʦʤ ʦʙʤʘʥʘ, ʩʣʫʯʘʷ 

ʠʣʠ ʩʙʦʷ; 3) GPTA ʚʩʝʛʜʘ ʤʦʞʝʪ ɸ ʨʝʧʨʦʜʫʮʠʨʦʚʘʪʴ (ʧʦʚʪʦʨʠʪʴ); 4) ʩʫʜʴʷ I ʥʝ 

ʩʧʦʩʦʙʝʥ ʦʙʲʷʩʥʠʪʴ, ʢʘʢ GPTA ʧʨʦʜʫʮʠʨʦʚʘʣ ɸ, ʥʝʩʤʦʪʨʷ ʥʘ ʧʦʣʥʦʝ ʧʦʥʠʤʘʥʠʝ 

ʤʝʭʘʥʠʟʤʘ GPTA. ʇʨʝʜʣʦʞʝʥʥʘʷ ʘʢʩʠʦʤʘʪʠʢʘ ʧʨʠʚʦʜʠʪ ʢ ʩʣʝʜʫʶʱʠʤ 

ʩʦʦʙʨʘʞʝʥʠʷʤ: 1) ʂʨʝʘʪʠʚʥʳʡ ʪʝʩʪ ʥʝʚʦʟʤʦʞʥʦ ʧʨʦʡʪʠ ʧʫʪʝʤ ʦʙʤʘʥʘ. 2) ʊʝʩʪ 

ʃʘʚʣʝʡʩ ʚʩʝʤ ʩʦʚʨʝʤʝʥʥʳʤ GPTA ʧʨʠʩʚʘʠʚʘʝʪ ʩʪʘʪʫʩ ʥʝʢʨʝʘʪʠʚʥʳʭ. ʄʦʜʝʣʠ 

ʟʘʧʨʦʛʨʘʤʤʠʨʦʚʘʥʳ ʨʘʟʨʘʙʦʪʯʠʢʘʤʠ ʥʘ ʦʩʥʦʚʝ ʙʦʣʴʰʠʭ ʜʘʥʥʳʭ, ʥʠʯʝʛʦ ñʦʪ ʩʝʙʷò 

ʪʘʢʠʝ GPTA ʜʦʙʘʚʠʪʴ ʥʝ ʤʦʛʫʪ. 3) ʅʝʦʙʭʦʜʠʤʳʤ ʫʩʣʦʚʠʝʤ ʧʨʦʭʦʞʜʝʥʠʷ ʪʝʩʪʘ 

ʃʘʚʣʝʡʩ ʷʚʣʷʝʪʩʷ ʩʧʦʩʦʙʥʦʩʪʴ GPTA ʢ ʧʨʦʛʨʘʤʤʠʨʦʚʘʥʠʶ ʩʦʙʩʪʚʝʥʥʦʛʦ 

ʧʨʦʛʨʘʤʤʥʦʛʦ ʢʦʜʘ, ʥʦʚʳʭ ʘʢʩʠʦʤ (ʜʣʷ ʩʠʤʚʦʣʴʥʦʛʦ ʧʦʜʭʦʜʘ), ʥʦʚʦʛʦ ʩʧʦʩʦʙʘ 

ʦʙʫʯʝʥʠʷ ʥʝʡʨʦʥʥʦʡ ʩʝʪʠ (ʜʣʷ ʢʦʥʥʝʢʮʠʦʥʠʩʪʩʢʦʛʦ ʧʦʜʭʦʜʘ). ʅʦ ʵʪʦ ʥʝʚʦʟʤʦʞʥʦ 

ʠʟ-ʟʘ ʘʨʛʫʤʝʥʪʘ ɻʝʜʝʣʷ-ʃʫʢʘʩʘ: ʤʝʭʘʥʠʯʝʩʢʘʷ ʩʠʩʪʝʤʘ, ʢʦʪʦʨʦʡ ʷʚʣʷʝʪʩʷ GPTA, ʥʝ 

ʩʧʦʩʦʙʥʘ ʢ ʘʫʪʦʬʦʨʤʘʣʠʟʘʮʠʠ. ɼʣʷ GPT ʜʘʞʝ ʦʪʜʘʣʝʥʥʦ ʥʝ ʩʪʦʠʪ ʚʦʧʨʦʩ ʦ ʪʦʤ, 

ʩʧʦʩʦʙʥʘ ʣʠ ʧʨʦʛʨʘʤʤʘ ʧʦʨʦʞʜʘʪʴ ʜʨʫʛʠʝ ʧʨʦʛʨʘʤʤʳ ʤʝʪʦʜʘʤʠ, ʩʢʘʞʝʤ, 

ñʘʚʪʦʛʝʥʝʨʘʪʠʚʥʦʛʦ ʧʨʦʛʨʘʤʤʠʨʦʚʘʥʠʷò. ʇʨʠʥʮʠʧ ʨʘʙʦʪʳ GPTA ʧʨʠʥʮʠʧʠʘʣʴʥʦ 

ʠʩʢʣʶʯʘʝʪ ʘʢʩʠʦʤʘʪʠʢʫ ʢʘʢ ʚʳʯʠʩʣʠʪʝʣʴʥʫʶ ʦʩʥʦʚʫ ʬʫʥʢʮʠʦʥʠʨʦʚʘʥʠʷ. ʉʝʛʦʜʥʷ 

ʯʘʩʪʦ ʚʩʪʨʝʯʘʝʪʩʷ ʫʪʚʝʨʞʜʝʥʠʝ ʦ ʪʦʤ, ʯʪʦ GPT ʤʛʥʦʚʝʥʥʦ ʬʦʨʤʠʨʫʶʪ 

ʤʥʦʛʦʦʙʨʘʟʠʝ ʨʘʟʥʳʭ ʧʨʦʛʨʘʤʤ ʧʦ ʪʨʝʙʦʚʘʥʠʶ ñʧʨʦʤʧʪʦʚò. ʆʜʥʘʢʦ ʥʘ ʩʘʤʦʤ ʜʝʣʝ 

ʥʦʚʳʝ ʧʨʦʛʨʘʤʤʳ ʥʝ ʩʦʟʜʘʶʪʩʷ: GPT ʧʨʝʜʣʘʛʘʝʪ ʬʨʘʛʤʝʥʪʳ ʢʦʜʘ, ʢʦʪʦʨʳʝ ʙʳʣʠ 

ʨʘʥʝʝ ʧʨʝʜʩʪʘʚʣʝʥʳ ʚ ʀʥʪʝʨʥʝʪʝ.  ʄʦʜʝʣʠʨʦʚʘʥʠʝ ñʩʚʦʙʦʜʥʦʡ ʚʦʣʠò, ʠʤʠʪʘʮʠʷ 

ʤʦʪʠʚʘʮʠʦʥʥʦ-ʚʦʣʝʚʳʭ ʤʝʭʘʥʠʟʤʦʚ ʯʝʣʦʚʝʢʘ, ʩʪʨʝʤʷʱʝʛʦʩʷ ʢ ʩʦʟʜʘʥʠʶ ʯʝʛʦ-ʪʦ 

ʥʦʚʦʛʦ, ʜʠʟʨʝʟʫʣʴʪʘʪʠʚʥʦ, ʪʘʢ ʢʘʢ ʧʨʦʜʫʢʪ ʧʨʝʜʩʪʘʚʣʷʝʪʩʷ ʚ ʥʝʢʦʪʦʨʦʤ 
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ʧʨʦʩʪʨʘʥʩʪʚʝ ʧʦʪʝʥʮʠʘʣʴʥʦ ʧʨʝʜʩʪʘʚʠʤʳʭ ʨʝʰʝʥʠʡ. GPT-ʛʝʥʝʨʘʮʠʷ ʥʝ ʜʦʭʦʜʠʪ ʜʦ 

ʫʨʦʚʥʷ ʘʢʩʠʦʤʘʪʠʯʝʩʢʦʛʦ ʧʨʝʜʩʪʘʚʣʝʥʠʷ ʵʪʦʛʦ ʧʨʦʩʪʨʘʥʩʪʚʘ. ʊʝʩʪ ʃʘʚʣʝʡʩ 

ʩʦʙʩʪʚʝʥʥʦ ʠ ʧʦʢʘʟʳʚʘʝʪ ʥʝʚʦʟʤʦʞʥʦʩʪʴ ʢʦʤʧʴʶʪʝʨʥʦʡ ʨʝʘʣʠʟʘʮʠʠ ʬʝʥʦʤʝʥʘ 

ʪʚʦʨʯʝʩʪʚʘ. ʆʜʥʘʢʦ ʚʦʟʤʦʞʥʘ ʠʥʪʝʨʧʨʝʪʘʮʠʷ ʧʨʦʜʫʢʪʘ ʢʦʤʧʴʶʪʝʨʥʦʡ ʛʝʥʝʨʘʮʠʠ 

ʢʘʢ ʢʚʘʟʠʢʨʝʘʪʠʚʥʦʛʦ, ñʢʘʢ ʙʳò ʪʚʦʨʯʝʩʢʦʛʦ ʧʨʦʜʫʢʪʘ, ʢʦʪʦʨʘʷ ʦʧʨʝʜʝʣʷʝʪʩʷ 

ʢʦʤʧʝʪʝʥʪʥʦʩʪʴʶ ʪʴʶʨʠʥʛʦʚʦʛʦ ʩʫʜʴʠ, ʧʨʠʧʠʩʳʚʘʶʱʝʛʦ ʧʨʦʛʨʘʤʤʝ ʢʨʝʘʪʠʚʥʦʩʪʴ.  

ʏʪʦʙʳ ʧʦʚʳʩʠʪʴ ʵʢʩʧʝʨʪʥʳʝ ʧʦʣʥʦʤʦʯʠʷ ʪʴʶʨʠʥʛʦʚʦʛʦ ʩʫʜʴʠ ʚ 2014 ʛʦʜʫ 

ʄ. ʈʠʜʣ ʚ ñʪʝʩʪʝ ʃʘʚʣʝʡʩ 2.0ò (Riedl, 2014) ʧʨʝʜʣʦʞʠʣ ʥʦʚʫʶ ʚʝʨʩʠʶ ʠʩʭʦʜʥʳʭ 

ʧʨʝʜʧʦʩʳʣʦʢ, ʢʦʪʦʨʫʶ ʧʨʠʤʝʥʠʪʝʣʴʥʦ ʢ ʥʘʰʝʤʫ ʩʣʫʯʘʶ ʧʨʝʜʩʪʘʚʠʤ ʪʘʢʠʤ 

ʦʙʨʘʟʦʤ: 1) GPTA ʧʨʦʜʫʮʠʨʫʝʪ ʘʨʪʝʬʘʢʪ ɸ ʪʠʧʘ ʊ; 2) ɸ ʜʦʣʞʝʥ ʩʦʦʪʚʝʪʩʪʚʦʚʘʪʴ 

ʥʘʙʦʨʫ ʦʛʨʘʥʠʯʝʥʠʡ C, ʛʜʝ ci  ɴC ï ʣʶʙʦʡ ʢʨʠʪʝʨʠʡ, ʚʳʨʘʞʘʝʤʳʡ ʥʘ ʝʩʪʝʩʪʚʝʥʥʦʤ 

ʷʟʳʢʝ; 3) ʯʝʣʦʚʝʢ-ʦʮʝʥʱʠʢ H, ʚʳʙʨʘʚʰʠʡ T ʠ C, ʫʜʦʚʣʝʪʚʦʨʝʥ ʪʝʤ, ʯʪʦ ɸ ʷʚʣʷʝʪʩʷ 

ʜʦʧʫʩʪʠʤʳʤ ʵʢʟʝʤʧʣʷʨʦʤ T ʠ ʩʦʦʪʚʝʪʩʪʚʫʝʪ C; 4) ʯʝʣʦʚʝʢ-ʩʫʜʴʷ I ʦʧʨʝʜʝʣʷʝʪ 

ʢʦʤʙʠʥʘʮʠʶ T ʠ C ʢʘʢ ʥʝʨʝʘʣʴʥʫʶ ʜʣʷ ʦʙʳʯʥʦʛʦ ʯʝʣʦʚʝʢʘ. ʊʦ ʝʩʪʴ ʧʦʤʠʤʦ 

ʯʝʣʦʚʝʢʘ, ʚʳʧʦʣʥʷʶʱʝʛʦ ʨʦʣʴ ʪʴʶʨʠʥʛʦʚʦʛʦ ʩʫʜʴʠ, ʧʦʷʚʣʷʝʪʩʷ ʯʝʣʦʚʝʢ (ʅ), 

ʢʦʤʧʝʪʝʥʪʥʦ ʦʮʝʥʠʚʘʶʱʠʡ ʛʝʥʠʘʣʴʥʦʩʪʴ, ʪʘʣʘʥʪʣʠʚʦʩʪʴ, ʢʨʝʘʪʠʚʥʦʩʪʴ ʘʨʪʝʬʘʢʪʘ 

ɸ ʠʣʠ, ʥʘʧʨʦʪʠʚ, ʙʝʩʪʘʣʘʥʥʦʩʪʴ, ʦʙʳʜʝʥʥʦʩʪʴ ʵʪʦʛʦ ʧʨʦʠʟʚʝʜʝʥʠʷ. ʇʨʦʠʟʦʰʣʘ 

ʯʝʪʢʘʷ ʩʧʝʮʠʬʠʢʘʮʠʷ ʢʨʠʪʝʨʠʝʚ ʦʮʝʥʠʚʘʝʤʦʛʦ ʧʨʦʜʫʢʪʘ. ʏʝʣʦʚʝʢ-ʦʮʝʥʱʠʢ ʠ 

ʯʝʣʦʚʝʢ-ʩʫʜʴʷ ʜʦʣʞʥʳ ʙʳʪʴ ʵʢʩʧʝʨʪʘʤʠ ʚ ʜʦʩʪʘʪʦʯʥʦ ʦʛʨʘʥʠʯʝʥʥʦʡ ʦʙʣʘʩʪʠ, ʪ.ʝ. 

ʥʫʞʝʥ ʢʦʥʢʨʝʪʥʳʡ ʩʧʝʮʠʘʣʠʩʪ, ʘ ʥʝ ñʯʝʣʦʚʝʢ ʚʦʦʙʱʝò, ʦʧʨʝʜʝʣʷʶʱʠʡ, ʤʦʞʝʪ ʠʣʠ 

ʥʝ ʤʦʞʝʪ ʪʚʦʨʠʪʴ ʤʘʰʠʥʘ. ʉʘʤʦʝ ʛʣʘʚʥʦʝ, ʧʨʦʜʫʢʪʳ ʛʝʥʝʨʘʮʠʠ GPTA ʜʦʣʞʥʳ ʙʳʪʴ 

ʦʩʤʳʩʣʝʥʥʳ.  

ɺ 2015 ʛʦʜʫ ʊ. ʇʦʞʘʨʝʚ ʧʨʝʜʣʦʞʠʣ ʪʝʩʪ ʃʘʚʣʝʡʩ 3.0, ʢʦʛʜʘ ʜʣʷ ʧʦʩʪʠʞʝʥʠʷ 

ʩʤʳʩʣʘ ʦʮʝʥʱʠʢ ʅ ʜʦʣʞʝʥ ʚʳʷʚʣʷʪʴ ʬʘʢʪ ʦʩʤʳʩʣʝʥʥʦʛʦ ʧʨʦʜʫʮʠʨʦʚʘʥʠʷ 

ʘʨʪʝʬʘʢʪʘ ɸ (ɸʣʝʢʩʝʝʚ & ʇʦʞʘʨʝʚ, 2020). ʅʘʧʨʠʤʝʨ, ʢʘʢʘʷ ʦʧʝʨʘʮʠʷ 

ʠʩʧʦʣʴʟʦʚʘʣʘʩʴ ʧʨʠ ʩʦʟʜʘʥʠʠ ɸ: ʘʙʩʪʨʘʛʠʨʦʚʘʥʠʝ ʠʣʠ ʦʙʦʙʱʝʥʠʝ? ɽʩʣʠ ʦʮʝʥʱʠʢ H 

ʦʙʥʘʨʫʞʠʣ ʘʙʩʪʨʘʛʠʨʦʚʘʥʠʝ, ʪʦ ʚʦʟʥʠʢʘʝʪ ʧʦʚʦʜ ʫʪʚʝʨʞʜʘʪʴ ʢʨʝʘʪʠʚʥʦʩʪʴ. ɽʩʣʠ H 

ʦʙʥʘʨʫʞʠʣ ʦʙʦʙʱʝʥʠʝ, ʪʦ ʵʪʦ ʧʦʚʦʜ ʦʪʨʠʮʘʪʴ ʢʨʝʘʪʠʚʥʦʩʪʴ. ʅʝʡʨʦʥʥʳʝ ʩʝʪʠ ʥʝ 

ʬʦʨʤʠʨʫʶʪ ʠʜʝʘʣʴʥʳʝ ʦʙʲʝʢʪʳ, ʥʝ ʦʧʝʨʠʨʫʶʪ ʠʤʠ, ʦʥʠ ʩʧʦʩʦʙʥʳ ʪʦʣʴʢʦ ʦʙʦʙʱʘʪʴ 

ʠ ʦʛʨʘʥʠʯʠʚʘʪʴ. ʌʦʨʤʘʣʴʥʦ-ʣʦʛʠʯʝʩʢʠ ʵʪʦ ʦʟʥʘʯʘʝʪ, ʯʪʦ GPTA ʨʘʙʦʪʘʝʪ 

ʠʩʢʣʶʯʠʪʝʣʴʥʦ ʩ ʦʙʲʝʤʘʤʠ ʧʦʥʷʪʠʡ, ʵʢʩʪʝʥʩʠʦʥʘʣʴʥʦ. ʉ ʩʦʜʝʨʞʘʥʠʝʤ ʧʦʥʷʪʠʡ, ʩʦ 

ʩʤʳʩʣʘʤʠ, ʠʥʪʝʥʩʠʦʥʘʣʴʥʦ, ʨʘʙʦʪʘʝʪ ʠʩʢʣʶʯʠʪʝʣʴʥʦ ʯʝʣʦʚʝʢ.  

ʇʈʆʍʆɼʗʊ ʃʀ GPT-ɸʉʉʀʉʊɽʅʊʓ ʊɽʉʊ ɹʃʆʂɸ? 

GPTA ʥʝ ʧʨʦʭʦʜʠʪ ʪʝʩʪ ɹʣʦʢʘ, ʪ.ʝ. ʪʝʩʪ ʥʘ ʦʩʤʳʩʣʝʥʥʦʩʪʴ. ʊʝʩʪ ɹʣʦʢʘ 

ʚʭʦʜʠʪ ʚ ʩʦʩʪʘʚ ʢʦʤʧʣʝʢʩʥʦʛʦ ʪʝʩʪʘ ʊʴʶʨʠʥʛʘ ʠ ʷʚʣʷʝʪʩʷ ʩʦʚʝʨʰʝʥʥʳʤ ʯʘʩʪʥʳʤ 

ʪʝʩʪʦʤ ʥʘ ñʛʣʦʙʘʣʴʥʳʡò ʠʩʢʫʩʩʪʚʝʥʥʳʡ ʠʥʪʝʣʣʝʢʪ. ʊʝʩʪ ɹʣʦʢʘ ʙʳʣ ʩʬʦʨʤʫʣʠʨʦʚʘʥ 

ʚ ʜʚʫʭ ʨʘʙʦʪʘʭ ʅʝʜʘ ɹʣʦʢʘ (Block 1978, 1981) ʧʦʯʪʠ ʧʦʣʫʚʝʢʦʚʦʡ ʜʘʚʥʦʩʪʠ, ʥʦ 

ʩʝʛʦʜʥʷ ʦʢʘʟʘʣʩʷ ʯʨʝʟʚʳʯʘʡʥʦ ʚʦʩʪʨʝʙʦʚʘʥ ʚ ʩʚʷʟʠ ʩ GPT-ʵʢʩʧʘʥʩʠʝʡ. ɺ ʥʝʡ 

ʧʨʝʜʩʪʘʚʣʝʥʳ ʜʚʝ ʚʝʨʩʠʠ ʧʨʦʝʢʪʘ ʚʳʯʠʩʣʠʪʝʣʴʥʦʡ ʤʘʰʠʥʳ ʜʣʷ ʨʘʙʦʪʳ ʩʦ 

ñʟʥʘʥʠʷʤʠò ʚʩʝʛʦ ʯʝʣʦʚʝʯʝʩʪʚʘ: ʢʦʥʥʝʢʮʠʦʥʠʩʪʩʢʘʷ ʠ ʩʠʤʚʦʣʴʥʘʷ. ʆʜʥʘ ʚʳʨʘʞʘʝʪ 

ʠʜʝʶ ʛʣʦʙʘʣʠʟʘʮʠʠ ʟʥʘʥʠʡ ʚ ʩʨʝʜʝ ʀʥʪʝʨʥʝʪʘ, ʚʪʦʨʘʷ ʚʝʨʩʠʷ ʦʙʝʩʧʝʯʠʚʘʝʪ ʦʪʚʝʪʳ 

ʧʦ ʟʘʧʨʦʩʘʤ, ʢʦʪʦʨʳʝ ʩʝʛʦʜʥʷ ʥʘʟʳʚʘʶʪʩʷ ñʧʨʦʤʧʪʘʤʠò. ʇʝʨʚʘʷ ʚʝʨʩʠʷ, 
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ʢʦʥʥʝʢʮʠʦʥʠʩʪʩʢʘʷ (ʪʦʯʥʝʝ, ʥʝʡʨʦʩʝʪʝʚʘʷ), ʧʨʝʜʣʦʞʝʥʘ ʚ ʩʪʘʪʴʝ ʅ. ɹʣʦʢʘ 1978 ʛ. 

ñʇʨʦʙʣʝʤʳ ʩ ʬʫʥʢʮʠʦʥʘʣʠʟʤʦʤò. ʕʪʦʪ ʧʨʦʝʢʪ ʘʚʪʦʨ ʥʘʟʚʘʣ ñʂʠʪʘʡʩʢʦʡ ʥʘʮʠʝʡò. 

ʉʝʛʦʜʥʷ ʦʥ ʠʥʦʛʜʘ ʠʤʝʥʫʝʪʩʷ ñʂʠʪʘʡʩʢʠʡ ʤʦʟʛò (ñChina brainò) (Bringsjord et al., 

2001). ɺ ʬʠʣʦʩʦʬʠʠ ʀʀ ʙʦʣʝʝ ʠʟʚʝʩʪʥʳʤ ʷʚʣʷʝʪʩʷ ʜʨʫʛʦʡ ñʢʠʪʘʡʩʢʠʡ ʧʨʦʝʢʪò, 

ʧʦʷʚʠʚʰʠʡʩʷ ʜʚʘ ʛʦʜʘ ʩʧʫʩʪʷ ï ñʂʠʪʘʡʩʢʘʷ ʢʦʤʥʘʪʘò ɼʞʦʥʘ ʉʝʨʣʷ 1980 ʛ. 

ʂʦʤʤʝʥʪʘʪʦʨʳ ʦʪʤʝʯʘʶʪ (ʥʘʧʨʠʤʝʨ, (Cole, 2023)), ʯʪʦ ʥʘ ʩʝʨʣʝʚʩʢʠʡ ʤʳʩʣʝʥʥʳʡ 

ʵʢʩʧʝʨʠʤʝʥʪ ʧʦʚʣʠʷʣʘ ʦʪʤʝʯʝʥʥʘʷ ʥʘʤʠ ʨʘʙʦʪʘ ʅ. ɹʣʦʢʘ (Block, 1978).  

ʂʦʥʥʝʢʮʠʦʥʠʩʪʩʢʘʷ ʤʘʰʠʥʘ ɹʣʦʢʘ ʤʘʩʰʪʘʙʠʨʫʝʪ ʢʦʛʥʠʪʠʚʥʳʝ ʬʫʥʢʮʠʠ ʧʩʠʭʠʢʠ 

ʦʪʜʝʣʴʥʦʛʦ ʠʥʜʠʚʠʜʘ ʜʦ ʫʨʦʚʥʷ ʪ.ʥ. ñʦʙʱʝʩʪʚʝʥʥʦʛʦ ʩʦʟʥʘʥʠʷò. ʅʘ ʚʳʙʦʨ ʥʘʟʚʘʥʠʷ 

ʧʦʚʣʠʷʣ ʨʘʟʤʝʨ ʥʘʩʝʣʝʥʠʷ ʂʠʪʘʷ, ʩʨʘʚʥʠʤʳʡ ʩ ʢʦʣʠʯʝʩʪʚʦʤ ʥʝʡʨʦʥʦʚ ʚ ʢʦʨʝ 

ʛʦʣʦʚʥʦʛʦ ʤʦʟʛʘ ʯʝʣʦʚʝʢʘ.  ʇʨʝʜʣʘʛʘʝʪʩʷ ʠʜʝʷ ʩʚʷʟʘʪʴ ʧʘʪʪʝʨʥʳ ʘʢʪʠʚʥʦʩʪʠ ʤʦʟʛʘ 

ʢʠʪʘʡʮʘ, ʢʦʪʦʨʦʛʦ ʠʟʙʠʚʘʶʪ, ʩ ʧʘʪʪʝʨʥʘʤʠ ʘʢʪʠʚʥʦʩʪʠ ʢʠʪʘʡʩʢʦʡ ʥʘʮʠʠ ʚ ʮʝʣʦʤ, 

ʢʦʛʜʘ ʢʘʞʜʳʡ ʘʢʪʠʚʥʳʡ ʥʝʡʨʦʥ ʢʠʪʘʡʮʘ-ʠʥʜʠʚʠʜʘ ʘʢʪʠʚʠʟʠʨʫʝʪ ʥʝʡʨʦʥ ʢʠʪʘʡʮʘ-

ʯʣʝʥʘ ʦʙʱʝʩʪʚʘ. ɽʩʣʠ ʩʨʘʙʘʪʳʚʘʝʪ ʥʝʡʨʦʥ, ʪʦ ʯʝʨʝʟ ʩʧʫʪʥʠʢ ɿʝʤʣʠ ʧʦʩʳʣʘʝʪʩʷ 

ʩʠʛʥʘʣ ʥʘ ʤʦʙʠʣʴʥʦʝ ʫʩʪʨʦʡʩʪʚʦ ʯʣʝʥʫ ʢʠʪʘʡʩʢʦʡ ʥʘʮʠʠ, ʩʢʘʞʝʤ, ʧʨʳʛʥʫʪʴ. ɽʩʣʠ 

ʥʝʡʨʦʥ ʜʝʟʘʢʪʠʚʠʨʫʝʪʩʷ, ʪʦ ʧʦʩʪʫʧʘʝʪ ʩʠʛʥʘʣ ï ʟʘʤʝʨʝʪʴ. ɺ ʧʨʠʥʮʠʧʝ, ʚʦʟʤʦʞʝʥ 

ʬʫʥʢʮʠʦʥʘʣʴʥʳʡ ʠʥʚʘʨʠʘʥʪ ʤʝʞʜʫ ʥʝʡʪʨʘʣʴʥʦʡ ʜʠʥʘʤʠʢʦʡ ʤʦʟʛʘ ʠʟʙʠʚʘʝʤʦʛʦ 

ʢʠʪʘʡʮʘ ʠ ʢʠʪʘʡʩʢʦʡ ʥʘʮʠʝʡ. ɺʝʜʴ ʢʦʣʠʯʝʩʪʚʦ ʢʠʪʘʡʮʝʚ ʠ ʢʦʣʠʯʝʩʪʚʦ ʥʝʡʨʦʥʦʚ 

ʩʨʘʚʥʠʤʦ. ʅʦ ʙʫʜʝʪ ʣʠ ʥʘʮʠʷ ʠʩʧʳʪʳʚʘʪʴ ʙʦʣʴ, ʘʥʘʣʦʛʠʯʥʫʶ ʙʦʣʠ ʢʠʪʘʡʮʘ-

ʠʥʜʠʚʠʜʘ? ʅʘ ʧʝʨʚʳʡ ʚʟʛʣʷʜ ʦʯʝʚʠʜʥʦ ʦʪʩʫʪʩʪʚʠʝ ʢʘʢʠʭ-ʣʠʙʦ ʢʦʨʨʝʣʷʮʠʡ. ʆʜʥʘʢʦ 

ʪʘʢ ʣʠ ʵʪʦ? ɺʦʧʨʦʩ ʜʦ ʢʦʥʮʘ ʥʝ ʨʘʟʨʝʰʠʤ, ʢʘʢ ʠ ʚʦʧʨʦʩ ʦʙ ʵʧʠʩʪʝʤʦʣʦʛʠʯʝʩʢʦʤ 

ʨʝʘʣʠʟʤʝ ʦʙʱʝʩʪʚʝʥʥʦʛʦ ʩʦʟʥʘʥʠʷ, ʥʦʦʩʬʝʨʳ ʠ ʛʣʦʙʘʣʠʩʪʠʢʠ ʚ ʮʝʣʦʤ. ʂʦʥʝʯʥʦ, 

ʪʝʩʪ ɹʣʦʢʘ ñʂʠʪʘʡʩʢʘʷ ʥʘʮʠʷò ʧʦʜʥʠʤʘʝʪ ʤʠʨʦʚʦʟʟʨʝʥʯʝʩʢʠʝ ʧʨʦʙʣʝʤʳ, ʢʦʪʦʨʳʝ 

ʚʦʟʥʠʢʘʶʪ ʚ ʤʳʩʣʝʥʥʳʭ ʵʢʩʧʝʨʠʤʝʥʪʘʭ ʚ ʚʝʩʴʤʘ ʜʘʣʝʢʦʡ ʦʪ ʨʝʘʣʠʩʪʠʯʝʩʢʦʡ 

ʧʨʝʟʫʤʧʮʠʠ ʣʠʥʛʚʠʩʪʠʯʝʩʢʦʡ ʬʠʣʦʩʦʬʠʠ. 

ɺʪʦʨʘʷ ʚʝʨʩʠʷ ʤʘʰʠʥʳ ɹʣʦʢʘ, ʩʠʤʚʦʣʴʥʘʷ, ʧʨʝʜʩʪʘʚʣʝʥʘ ʚ ʩʪʘʪʴʝ 1981 ʛ. 

ñʇʩʠʭʦʣʦʛʠʟʤ ʠ ʙʠʭʝʡʚʠʦʨʠʟʤò (Block, 1981). ʆʥʘ ʧʨʘʢʪʠʯʥʝʝ ʧʝʨʚʦʡ ʚʝʨʩʠʠ ʠ 

ʧʦʟʚʦʣʷʝʪ ʠʟʫʯʘʪʴ ʢʦʥʮʝʧʪʫʘʣʴʥʳʝ ʤʦʜʝʣʠ ʧʦʩʪʨʦʝʥʠʷ ʛʣʦʙʘʣʴʥʳʭ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʭ ʪʝʭʥʦʣʦʛʠʡ. ʕʪʘ ʚʝʨʩʠʷ ʥʘʟʳʚʘʝʪʩʷ ʧʦ-ʨʘʟʥʦʤʫ: ʧʦ-

ʢʠʙʝʨʥʝʪʠʯʝʩʢʠ ʟʚʫʯʠʪ ʢʘʢ ñʯʝʨʥʳʡ ʷʱʠʢò (ñBlack Blockò). ʀʥʦʛʜʘ ʥʘʟʳʚʘʶʪ 

ñʛʦʣʦʚʘï̫ ʱʠʢò, ʠʥʦʛʜʘ, ʩʩʳʣʘʷʩʴ ʥʘ ʬʘʤʠʣʠʶ ʘʚʪʦʨʘ, ñʛʦʣʦʚʦʡ ɹʣʦʢʘò (Blockhead 

(Ned Block, 2024)). ʅ. ɹʣʦʢ ʧʨʝʜʣʘʛʘʝʪ ʚʦʦʙʨʘʟʠʪʴ ʪʨʘʜʠʮʠʦʥʥʫʶ 

ʠʥʬʦʨʤʘʮʠʦʥʥʫʶ, ʥʝ ʥʝʡʨʦʢʦʤʧʴʶʪʝʨʥʫʶ, ʤʘʰʠʥʫ ʧʨʝʜʩʪʘʚʣʝʥʠʷ, ʭʨʘʥʝʥʠʷ, 

ʦʙʨʘʙʦʪʢʠ ʠ ʚʳʜʘʯʠ ʦʪʚʝʪʦʚ ʥʘ ʚʩʝ ʚʦʟʤʦʞʥʳʝ ʚʦʧʨʦʩʳ. ɻʣʦʙʘʣʴʥʘʷ ʤʘʰʠʥʘ 

ʩʦʙʠʨʘʝʪ ʚʩʝ ʵʪʠ ʣʠʥʛʚʠʩʪʠʯʝʩʢʠʝ ʜʠʩʧʦʟʠʮʠʠ, ʩʠʩʪʝʤʘʪʠʟʠʨʫʝʪ ʠʭ ʠ ʧʦ ʩʫʪʠ 

ʨʝʘʣʠʟʫʝʪ ʧʦʠʩʢ ʧʦʜʩʪʨʦʢ, ʪʘʢ ʢʘʢ ʚ ʥʘʯʘʣʦ ʟʘʧʨʦʩʘ ʚʢʣʶʯʘʝʪʩʷ ʜʝʩʢʨʠʧʪʦʨ 

ñʜʠʩʧʦʟʠʮʠʠò ʚ ʚʠʜʝ ʚʦʧʨʦʩʘ. ʆʩʪʘʝʪʩʷ ʥʘʡʪʠ ʚʦʧʨʦʩ ʚ ʛʣʦʙʘʣʴʥʦʡ ʙʘʟʝ ʜʘʥʥʳʭ ʠ 

ʯʘʩʪʴ ʦʩʪʘʚʰʝʡʩʷ ʧʦʜʩʪʨʦʢʠ ʧʦʜʩʪʘʚʠʪʴ ʢʘʢ ʦʪʚʝʪ ʧʦʣʴʟʦʚʘʪʝʣʶ, ʢʦʪʦʨʳʡ ʟʘʜʘʣ 

ʚʦʧʨʦʩ. ʇʨʠʥʮʠʧʳ ʨʘʙʦʪʳ ʤʘʰʠʥʳ ʧʦʠʩʢʘ ʧʦʜʩʪʨʦʢ ʤʘʣʦ ʯʝʤ ʦʪʣʠʯʘʶʪʩʷ ʦʪ 

ʦʙʱʠʭ ʩʧʦʩʦʙʦʚ ʬʫʥʢʮʠʦʥʠʨʦʚʘʥʠʷ GPT. ʇʦʣʫʯʘʝʪʩʷ ʪʦ, ʯʪʦ ʩʝʛʦʜʥʷ ʨʝʘʣʠʟʫʝʪʩʷ 

ʧʦʠʩʢʦʚʳʤʠ ʩʝʨʚʠʩʘʤʠ ʀʥʪʝʨʥʝʪʘ. ʇʨʘʚʦʤʦʯʝʥ ʚʦʧʨʦʩ: ʷʚʣʷʝʪʩʷ ʣʠ ʤʘʰʠʥʘ 

ʧʦʠʩʢʘ ʧʦʜʩʪʨʦʢ ʩʠʩʪʝʤʦʡ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ?   

ʇʦ ʦʪʜʝʣʴʥʦʩʪʠ ʵʪʠ ʚʝʨʩʠʠ ʤʘʰʠʥʳ ɹʣʦʢʘ ʥʝ ʧʦʜʭʦʜʷʪ ʜʣʷ ʢʦʥʮʝʧʪʫʘʣʴʥʦʛʦ 

ʘʥʘʣʠʟʘ GPT-ʩʠʩʪʝʤ. ʇʝʨʚʘʷ ʦʨʠʝʥʪʠʨʦʚʘʥʘ ʥʘ ʨʝʰʝʥʠʝ ʤʝʪʘʬʠʟʠʯʝʩʢʠʭ ʚʦʧʨʦʩʦʚ 



Technology and Language ʊʝʭʥʦʣʦʛʠʠ ʚ ʠʥʬʦʩʬʝʨʝ, 2024. 5(2). 80-99 

89 
soctech.spbstu.ru    

ʬʠʣʦʩʦʬʠʠ ʩʦʟʥʘʥʠʷ: ʤʦʞʥʦ ʣʠ ʧʨʝʜʩʪʘʚʠʪʴ ʚ ʢʦʤʧʴʶʪʝʨʥʦʡ ʩʠʩʪʝʤʝ ʬʝʥʦʤʝʥʳ 

ʦʙʱʝʩʪʚʝʥʥʦʛʦ ʩʦʟʥʘʥʠʷ ʠ ʢʘʢʦʚʳ ʧʝʨʩʧʝʢʪʠʚʳ ʢʦʤʧʴʶʪʝʨʥʦʡ ʨʝʘʣʠʟʘʮʠʠ ʵʪʦʛʦ 

ʧʨʝʜʩʪʘʚʣʝʥʠʷ? ɺʪʦʨʘʷ ʚʝʨʩʠʷ ʥʝ ʣʠʰʝʥʘ ʧʨʘʢʪʠʯʝʩʢʦʡ ʦʨʠʝʥʪʘʮʠʠ, ʥʘʧʨʠʤʝʨ, 

ʧʨʦʛʨʘʤʤʠʨʦʚʘʥʠʷ ʠʥʪʝʨʨʦʛʘʪʠʚʥʳʭ (ʚʦʧʨʦʩ-ʦʪʚʝʪʥʳʭ) ʩʮʝʥʘʨʠʝʚ ʠʩʧʦʣʴʟʦʚʘʥʠʷ 

ʩʝʤʘʥʪʠʯʝʩʢʠʭ ʩʝʪʝʡ ʥʘ ʦʩʥʦʚʝ ʚʩʝʭ ʚʦʟʤʦʞʥʳʭ ʦʪʢʨʳʪʳʭ ʙʘʟ ʜʘʥʥʳʭ ʠ ʟʥʘʥʠʡ. 

ʆʜʥʘʢʦ ʝʩʣʠ ʜʚʝ ʵʪʠ ʤʘʰʠʥʳ ʩʦʚʤʝʩʪʠʪʴ ʚ ʝʜʠʥʦʤ ʧʨʦʝʢʪʝ, ʪʦ ʧʦʣʫʯʠʪʩʷ ʚʧʦʣʥʝ 

ʧʨʘʚʜʦʧʦʜʦʙʥʘʷ ʩʠʤʚʦʣʴʥʦ-ʢʦʥʥʝʢʮʠʦʥʠʩʪʩʢʘʷ ʤʘʰʠʥʘ ʨʝʘʣʠʟʘʮʠʠ ʪʝʩʪʘ ɹʣʦʢʘ. 

ʅʘʟʦʚʝʤ ʝʝ GPT-ʤʘʰʠʥʦʡ ɹʣʦʢʘ ʠʣʠ ʥʦʚʦʡ ʤʘʰʠʥʦʡ ɹʣʦʢʘ. ʕʪʘ ʤʘʰʠʥʘ ʫʯʠʪʳʚʘʝʪ 

ʪʨʘʜʠʮʠʦʥʥʳʝ ʜʣʷ ʤʘʰʠʥʥʦʛʦ ʦʙʫʯʝʥʠʷ ʦʩʦʙʝʥʥʦʩʪʠ ʧʦʩʪʨʦʝʥʠʷ GPT-ʩʠʩʪʝʤ: 

ʜʠʩʢʨʝʪʠʟʘʮʠʷ ñʪʝʢʩʪʦʚʳʭ ʜʠʩʧʦʟʠʮʠʡò ʚ ñʪʦʢʝʥʘʭò ʠ ʭʨʘʥʝʥʠʝ ʠʭ ʮʠʬʨʦʚʳʭ 

ʘʥʘʣʦʛʦʚ ʚ ñʤʝʰʢʘʭ ʩʣʦʚò, ʦʧʨʝʜʝʣʝʥʠʝ ʘʩʩʦʮʠʘʮʠʡ ʢʦʜʦʚ ʠ ʬʦʨʤʠʨʦʚʘʥʠʝ 

ʧʨʦʩʪʨʘʥʩʪʚʘ ʚʝʢʪʦʨʦʚ, ʫʯʝʪ ʩʪʘʪʠʩʪʠʢʠ ʯʘʩʪʦʪ ʚʩʪʨʝʯʘʝʤʦʩʪʠ ʘʩʩʦʮʠʘʮʠʡ. 

ʇʦʧʳʪʘʝʤʩʷ ʦʩʫʱʝʩʪʚʠʪʴ ʩʣʝʜʫʶʱʠʝ ʘʥʘʣʦʛʠʠ ʚ ʩʬʝʨʝ ʤʝʪʦʜʦʣʦʛʠʠ ʥʘʫʢʠ. 

ʄʘʰʠʥʥʳʡ ʬʫʥʢʮʠʦʥʘʣʠʟʤ ʢʦʥʮʝʧʪʫʘʣʴʥʦ ʨʝʘʣʠʟʫʝʪʩʷ ʠʥʜʝʪʝʨʤʠʥʠʨʦʚʘʥʥʦʡ 

ʤʘʰʠʥʦʡ ʊʴʶʨʠʥʛʘ, ʧʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʟʤ ï ʤʘʰʠʥʦʡ ɹʣʦʢʘ, ʘ ʧʝʨʩʦʥʦʣʦʛʠʯʝʩʢʠʡ 

ʬʫʥʢʮʠʦʥʘʣʠʟʤ ï ʥʦʚʦʡ ʤʘʰʠʥʦʡ ɹʣʦʢʘ. ʇʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʟʤ ʩʝʛʦʜʥʷ ʩʣʦʞʠʣʩʷ 

ʢʘʢ ʩʘʤʦʩʪʦʷʪʝʣʴʥʦʝ ʥʘʧʨʘʚʣʝʥʠʝ ʚ ʘʥʘʣʠʪʠʯʝʩʢʦʡ ʬʠʣʦʩʦʬʠʠ (Levin, 2023), ʚ 

ʬʠʣʦʩʦʬʠʠ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ ʚ ʮʝʣʦʤ ʠ ʚ ʬʫʥʢʮʠʦʥʘʣʠʟʤʝ ʀʀ ʚ 

ʯʘʩʪʥʦʩʪʠ. ʇʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʟʤ ʜʦʧʦʣʥʷʝʪ ʠʜʝʶ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʍ. ʇʘʪʥʵʤʘ: 

ʧʨʦʛʨʘʤʤʘ ʠʤʠʪʘʮʠʠ ʧʩʠʭʠʯʝʩʢʠʭ ʬʝʥʦʤʝʥʦʚ, ʙʠʭʝʡʚʠʦʨʘʣʴʥʦ ʨʝʘʣʠʟʫʶʱʘʷ 

ʨʝʘʢʮʠʠ ʩʠʩʪʝʤʳ (ʚʳʭʦʜ) ʥʘ ʝʝ ʩʪʠʤʫʣʳ (ʚʭʦʜ), ʥʝʦʙʭʦʜʠʤʦ ʚʢʣʶʯʘʝʪ 

ʧʩʠʭʦʣʦʛʠʯʝʩʢʠʝ ʧʘʨʘʤʝʪʨʳ. ʂʘʢ ʤʳ ʨʘʥʝʝ ʦʪʤʝʯʘʣʠ ʩʦ ʩʩʳʣʢʦʡ ʥʘ ʍ. ʇʘʪʥʵʤʘ, 

ʙʦʣʴ ʯʝʣʦʚʝʢʘ ʧʨʝʜʩʪʘʚʣʷʝʪʩʷ ñʚʢʣʶʯʝʥʠʝʤ ʪʨʠʛʛʝʨʘ ˉ 36ò ʢʘʢ ʢʦʨʨʝʣʷʪʘ 

ʩʦʦʪʚʝʪʩʪʚʫʶʱʠʭ ʤʦʟʛʦʚʳʭ ʩʪʠʤʫʣʦʚ (Putham, 1960, p. 363). ʇʦʤʠʤʦ ʵʪʦʛʦ, 

ʩʦʛʣʘʩʥʦ ʅ. ɹʣʦʢʫ ʠ ʠʩʭʦʜʷ ʠʟ ʧʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʩʪʩʢʦʡ ʠʥʪʝʨʧʨʝʪʘʮʠʠ 

ʧʩʠʭʦʬʠʟʠʯʝʩʢʦʛʦ ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ, ʚ ʩʦʩʪʘʚ ñʪʝʦʨʠʠ ʙʦʣʠò ʜʦʣʞʥʘ ʚʭʦʜʠʪʴ 

ñʪʝʦʨʝʤʘ ˉ 17ò, ʢʦʪʦʨʘʷ ʥʘ ʚʥʫʪʨʝʥʥʝʤ ʷʟʳʢʝ ʤʳʩʣʠ ʧʨʝʜʩʪʘʚʣʷʝʪ ñʧʨʝʜʠʢʘʪʦʨ 

ʙʦʣʠè, ʦʧʨʝʜʝʣʝʥʥʳʡ ʥʘ ñʚʭʦʜʝò ʠʟ ʟʥʘʯʝʥʠʡ ʧʝʨʝʤʝʥʥʳʭ ñʩʪʦʣè, ñʛʚʦʟʜʴè, ñʩʝʩʪʴè 

ʠ ʥʘ ñʚʳʭʦʜʝò ʩʦ ʟʥʘʯʝʥʠʷʤʠ ʧʝʨʝʤʝʥʥʳʭ ñʢʨʦʚʴò, ñʢʨʠʢò, ñʩʪʦʥò (Block, 1978, 

p. 236). ʌʠʟʠʢʘʣʠʟʤ ʚ ʵʪʦʤ ʧʦʩʪʨʦʝʥʠʠ ʦʧʦʩʨʝʜʦʚʘʥʥʦ ʫʯʘʩʪʚʫʝʪ ʢʘʢ 

ʬʫʥʢʮʠʦʥʘʣʴʥʦʝ ʪʦʞʜʝʩʪʚʦ ʬʠʟʠʯʝʩʢʠ ʦʪʣʠʯʥʳʭ ʩʪʨʫʢʪʫʨ ʦʪʥʦʩʠʪʝʣʴʥʦ 

ʢʦʤʧʴʶʪʝʨʥʦʛʦ ʙʣʦʢʘ (ʪʨʠʛʛʝʨʘ ˉ 36), ʤʦʟʛʘ ʯʝʣʦʚʝʢʘ, ʢʠʪʘʡʩʢʦʡ ʥʘʮʠʠ, ʪʠʥʳ 

ʤʘʨʩʠʘʥʠʥʘ ʠ ʧʨ., ʢʦʨʨʝʣʠʨʦʚʘʥʥʳʭ ʩ ʧʩʠʭʦʣʦʛʠʯʝʩʢʦʡ ʪʝʦʨʝʤʦʡ ˉ 17 ʠ ʩ 

ʩʫʙʲʝʢʪʠʚʥʦ ʚʦʩʧʨʠʥʠʤʘʝʤʳʤ ʬʝʥʦʤʝʥʦʤ ñʙʦʣʠò ʦʪ ʧʝʨʚʦʛʦ ʣʠʮʘ ʠʣʠ ʩ 

ʵʤʧʘʪʠʯʝʩʢʠʤ ʧʝʨʝʞʠʚʘʥʠʝʤ ʙʦʣʠ ʦʪʥʦʩʠʪʝʣʴʥʦ ʦʮʝʥʠʚʘʝʤʳʭ ʩʫʙʲʝʢʪʦʚ 

(ʠʥʪʝʨʩʫʙʲʝʢʪʠʚʥʦ, ʦʪ ʚʪʦʨʦʛʦ ʣʠʮʘ). 

ɿʥʘʯʠʤʦʩʪʴ ʧʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʦʙʦʩʥʦʚʳʚʘʝʪʩʷ ʚ ʩʣʝʜʫʶʱʝʤ ʧʦʨʷʜʢʝ. 

ɺʥʘʯʘʣʝ ʚʳʜʚʠʛʘʝʪʩʷ ʢʘʢ ʙʳ ʚʧʦʣʥʝ ʦʯʝʚʠʜʥʳʡ ʪʝʟʠʩ ʦ ʪʦʤ, ʯʪʦ ʪʝʩʪ ʊʴʶʨʠʥʛʘ ï 

ʨʘʟʥʦʚʠʜʥʦʩʪʴ ʙʠʭʝʚʠʦʨʠʟʤʘ. ʊʝʟʠʩ ʨʘʟʨʫʰʘʝʪʩʷ ʧʦʜ ʥʘʪʠʩʢʦʤ ʩʪʘʥʜʘʨʪʥʳʭ 

ʘʥʪʠʙʠʭʝʡʚʠʦʨʠʩʪʩʢʠʭ ʘʨʛʫʤʝʥʪʦʚ. ɼʘʣʝʝ ʟʘ ʩʯʝʪ ʥʝʩʪʘʥʜʘʨʪʥʳʭ 

ʘʥʪʠʙʠʭʝʡʚʠʦʨʠʩʪʩʢʠʭ ʘʨʛʫʤʝʥʪʦʚ ʫʥʠʯʪʦʞʘʶʪʩʷ ʦʩʪʘʪʢʠ ʪʝʭ ʥʶʘʥʩʦʚ 

ʣʠʥʛʚʠʩʪʠʯʝʩʢʦʛʦ ʙʠʭʝʡʚʠʦʨʠʟʤʘ, ʢʦʪʦʨʳʝ ʧʨʠʚʥʦʩʠʪ ʪʴʶʨʠʥʛʦʚʘʷ ʠʛʨʘ ʚ 

ʠʤʠʪʘʮʠʶ. ʇʨʦʛʨʘʤʤʠʩʪʩʢʠʝ ʧʘʪʥʵʤʦʚʩʢʠʝ ʨʘʩʰʠʨʝʥʠʷ ʣʠʥʛʚʠʩʪʠʯʝʩʢʦʛʦ 
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ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 
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ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʨʘʟʨʫʰʘʶʪʩʷ, ʪʦ ʝʩʪʴ ʚʳʷʚʣʷʝʪʩʷ ʥʝʩʦʩʪʦʷʪʝʣʴʥʦʩʪʴ ʤʘʰʠʥʥʦʛʦ 

ʬʫʥʢʮʠʦʥʘʣʠʟʤʘ ʠ ʧʦʜʯʝʨʢʠʚʘʝʪʩʷ ʠʩʪʠʥʥʦʩʪʴ ʧʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʟʤʘ.  

ʂ ʩʪʘʥʜʘʨʪʥʳʤ ʘʥʪʠʙʠʭʝʚʠʦʨʠʩʪʩʢʠʤ ʘʨʛʫʤʝʥʪʘʤ, ʧʨʠʤʝʥʠʤʳʭ ʜʣʷ 

ʦʙʦʩʥʦʚʘʥʠʷ ʧʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʟʤʘ GPT-ʘʩʩʠʩʪʝʥʪʦʚ, ʦʪʥʦʩʠʪʩʷ, ʚʦ-ʧʝʨʚʫʶ 

ʦʯʝʨʝʜʴ, ʘʨʛʫʤʝʥʪ ʏʠʟʭʦʣʤʘ-ɻʠʯʘ (Block, 1981, p. 11) ʩʦʚʤʝʱʘʶʱʠʡ ʠʜʝʠ ʧʨʦʪʠʚ 

ʙʠʭʝʡʚʠʦʨʠʟʤʘ ʧʨʠ ʚʦʩʧʨʠʷʪʠʠ (ʚʳʜʚʠʥʫʪʳ ʈʦʜʝʨʠʢʦʤ ʏʠʟʭʦʣʤʦʤ (Chisholm, 

1957) ʠ, ʚ ʦʙʱʝʤ, ʤʝʥʪʘʣʴʥʳʭ ʘʢʪʦʚ (ʠʟʫʯʝʥʳ ʇʝʪʝʨʦʤ ɻʠʯʝʤ (Geach, 1957). ʕʪʠ 

ʠʜʝʠ ʫʪʚʝʨʞʜʘʶʪ ʥʝʚʦʟʤʦʞʥʦʩʪʴ ʘʙʩʪʨʘʛʠʨʦʚʘʥʥʦʛʦ ʚʳʜʝʣʝʥʠʷ ʚ ʧʦʚʝʜʝʥʯʝʩʢʦʡ 

ʜʠʩʧʦʟʠʮʠʠ ʥʝʢʦʪʦʨʦʛʦ ʦʧʨʝʜʝʣʝʥʥʦʛʦ ʧʩʠʭʠʯʝʩʢʦʛʦ ʩʦʩʪʦʷʥʠʷ ʙʝʟ ʫʯʸʪʘ ʚʩʝʡ 

ʩʦʚʦʢʫʧʥʦʩʪʠ ʠʥʳʭ ʧʩʠʭʠʯʝʩʢʠʭ ʩʦʩʪʦʷʥʠʡ. ɼʦʧʫʩʪʠʤ, ʙʠʭʝʡʚʠʦʨʠʩʪ ʠʩʩʣʝʜʫʝʪ 

ʞʝʣʘʥʠʝ ʯʝʣʦʚʝʢʘ ʩʲʝʩʪʴ ʤʦʨʦʞʝʥʦʝ. ñɾʝʣʘʥʠʝò ʧʨʝʜʩʪʘʚʣʷʝʪʩʷ ʚ ʬʦʨʤʝ 

ʧʦʚʝʜʝʥʯʝʩʢʦʡ ʜʠʩʧʦʟʠʮʠʠ. ɺ ʩʪʨʫʢʪʫʨʫ ʵʪʦʡ ʜʠʩʧʦʟʠʮʠʠ ʚʭʦʜʠʪ, ʥʘʧʨʠʤʝʨ, 

ʥʘʤʝʨʝʥʠʝ ʥʝʤʝʜʣʝʥʥʦ ʩʭʚʘʪʠʪʴ ʤʦʨʦʞʝʥʦʝ, ʦʩʦʙʝʥʥʦ ʝʩʣʠ ʝʛʦ ʜʘʨʷʪ (ñʧʦʢʘ ʥʝ 

ʧʝʨʝʜʫʤʘʣʠò). ʆʜʥʘʢʦ ʚʦʟʥʠʢʘʝʪ ʢʦʥʬʣʠʢʪ ʠʥʪʝʨʝʩʦʚ. ɺʦʟʤʦʞʥʦ, ʯʪʦ ʯʝʣʦʚʝʢ 

ʩʦʤʥʝʚʘʝʪʩʷ ʚ ʪʦʤ, ʯʪʦ ʝʤʫ ʧʨʝʜʣʘʛʘʶʪ ʠʤʝʥʥʦ ʤʦʨʦʞʝʥʦʝ, ʘ ʥʝ ʤʫʣʷʞ 

ʤʦʨʦʞʝʥʦʛʦ, ʧʨʝʜʣʘʛʘʝʤʳʡ ʰʫʪʢʠ ʨʘʜʠ. ʅʫʞʥʘ ʪʘʢ ʞʝ ʫʚʝʨʝʥʥʦʩʪʴ ʚ ʪʦʤ, ʯʪʦ ʟʘ 

ʵʪʠʤ ʥʝ ʧʦʩʣʝʜʫʝʪ ʧʨʦʪʠʚʦʨʝʯʠʷ ʩ ʜʨʫʛʠʤʠ ʙʦʣʝʝ ʚʘʞʥʳʤʠ ʞʝʣʘʥʠʷʤʠ. ʅʝ ʥʫʞʥʘ 

ʣʠ ʦʪʚʝʪʥʘʷ ʫʩʣʫʛʘ, ʢʦʪʦʨʘʷ ʤʦʞʝʪ ʦʢʘʟʘʪʴʩʷ ʥʝʧʦʩʠʣʴʥʦʡ? ʊʘʢʠʤ ʦʙʨʘʟʦʤ, ʚʭʦʜʳ 

ʠ ʚʳʭʦʜʳ ʜʠʩʧʦʟʠʮʠʠ ʠʟʤʝʥʷʶʪʩʷ ʚʝʩʴʤʘ ʥʝʧʨʝʜʩʢʘʟʫʝʤʳʤ ʦʙʨʘʟʦʤ. 

ʆʪʥʦʩʠʪʝʣʴʥʦ ñʙʦʣʠò ʚʦʟʤʦʞʥʳ ʩʣʝʜʫʶʱʠʝ ʜʠʩʧʦʟʠʮʠʠ, ʧʨʝʜʣʦʞʝʥʥʳʝ 

ʍ. ʇʘʪʥʵʤʦʤ. ɺʦʟʤʦʞʥʳ ʨʘʟʣʠʯʥʳʝ ʢʦʤʙʠʥʘʮʠʠ ʧʩʠʭʠʯʝʩʢʠʭ ʩʦʩʪʦʷʥʠʡ, ʪʘʢʠʭ 

ʢʘʢ: [ʙʦʣʴ + ʦʙʳʯʥʦʝ ʧʝʨʝʞʠʚʘʥʠʝ ʙʦʣʠ] ʠʣʠ [ʦʪʩʫʪʩʪʚʠʝ ʙʦʣʠ + ʞʝʣʘʥʠʝ ʦʙʤʘʥʫʪʴ, 

ʯʪʦ ʙʦʣʴ ʧʝʨʝʞʠʚʘʝʪʩʷ]. ɺʦ ʚʪʦʨʦʤ ʩʣʫʯʘʝ ʧʨʘʚʜʦʧʦʜʦʙʥʳ ʩʫʧʝʨʩʧʘʨʪʘʥʮʳ 

ʍ. ʇʘʪʥʵʤʘ, ʢʦʪʦʨʳʤ ʟʘʢʦʥʳ ʟʘʧʨʝʱʘʶʪ ʚʳʢʘʟʳʚʘʪʴ ʙʦʣʴ ʥʝʩʤʦʪʨʷ ʥʘ ʝʝ 

ʠʩʧʳʪʳʚʘʥʠʝ. ʇʨʘʚʜʦʧʦʜʦʙʝʥ ʩʦʚʝʨʰʝʥʥʳʡ ʘʢʪʝʨ. ʆʥ ʤʦʞʝʪ ʫʩʧʝʰʥʦ 

ʧʨʠʪʚʦʨʷʪʴʩʷ ʚ ʪʦʤ, ʯʪʦ ʝʤʫ ʙʦʣʴʥʦ, ʭʦʪʷ ʥʘ ʩʘʤʦʤ ʜʝʣʝ ʵʪʦ ʥʝ ʪʘʢ. ʇʘʨʘʣʠʪʠʢʠ ʠ 

ʄʦʟʛʠ ʚ ʙʦʯʢʝ ʥʝ ʤʦʛʫʪ ʚʳʢʘʟʘʪʴ ʙʦʣʴ, ʪʘʢ ʢʘʢ ʠʤ ʥʝʯʝʤ ʵʪʦ ʦʩʫʱʝʩʪʚʠʪʴ.  

ʅʘ ʦʩʥʦʚʝ ʵʪʠʭ ʘʨʛʫʤʝʥʪʦʚ, ʥʦ ʫʞʝ ʧʨʠʤʝʥʠʪʝʣʴʥʦ ʥʝ ʢ ʙʦʣʠ, ʘ ʢ ʤʳʰʣʝʥʠʶ, 

ʅ. ɹʣʦʢ ʫʪʚʝʨʞʜʘʝʪ: ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʝ ʧʦʚʝʜʝʥʠʝ ʧʨʦʜʫʮʠʨʫʝʪʩʷ ʢʦʤʙʠʥʘʮʠʝʡ: 

[ʠʥʪʝʣʣʝʢʪ + ʩʢʣʦʥʥʦʩʪʴ ʢ ʤʳʰʣʝʥʠʶ]. ʅʝʚʦʟʤʦʞʥʳ ʢʦʤʙʠʥʘʮʠʠ: [ʦʪʩʫʪʩʪʚʠʝ 

ʠʥʪʝʣʣʝʢʪʘ + ʞʝʣʘʥʠʝ ʦʙʤʘʥʫʪʴ ʚ ʥʘʣʠʯʠʠ ʠʥʪʝʣʣʝʢʪʘ] ʠʣʠ [ʦʪʩʫʪʩʪʚʠʝ 

ʠʥʪʝʣʣʝʢʪʘ + ʞʝʣʘʥʠʝ ʢʘʟʘʪʴʩʷ ʨʘʟʫʤʥʳʤ]. ʋʤʥʳʡ ʤʦʞʝʪ ʩʳʤʠʪʠʨʦʚʘʪʴ 

ʛʣʫʧʦʩʪʴ, ʥʦ ʛʣʫʧʳʡ ʥʝ ʩʧʦʩʦʙʝʥ ʩʳʤʠʪʠʨʦʚʘʪʴ ʨʘʟʫʤ ï ʧʦʣʘʛʘʝʪ ʅ. ɹʣʦʢ. 

ʕʪʠʭ ʘʨʛʫʤʝʥʪʦʚ ʜʦʩʪʘʪʦʯʥʦ, ʯʪʦʙʳ ʨʘʟʨʫʰʠʪʴ ʣʠʥʛʚʦ-ʙʠʭʝʡʚʠʦʨʘʣʴʥʫʶ 

ʢʦʥʮʝʧʮʠʶ ʠʛʨʳ ʚ ʠʤʠʪʘʮʠʶ. ʇʦʩʣʝ ʧʨʦʚʝʜʝʥʥʦʡ ʢʨʠʪʠʯʝʩʢʦʡ ʜʝʢʦʥʩʪʨʫʢʮʠʠ 

ʅ. ɹʣʦʢ ʬʦʨʤʫʣʠʨʫʝʪ ʥʦʚʳʡ ʪʝʩʪ ʊʴʶʨʠʥʛʘ: ʜʠʘʣʦʛʦʚʳʡ ʠʥʪʝʣʣʝʢʪ, 

ʧʨʦʷʚʣʷʶʱʠʡʩʷ ʚ ʨʘʟʛʦʚʦʨʝ ʣʶʜʝʡ ï ɻ ʪʦ ʩʧʦʩʦʙʥʦʩʪʴ ʧʨʦʜʫʮʠʨʦʚʘʪʴ ʦʩʤʳʩʣʝʥʥʫʶ 

ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʴ ʚʝʨʙʘʣʴʥʳʭ ʨʝʘʢʮʠʡ ʥʘ ʥʝʢʦʪʦʨʫʶ ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʴ 

ʚʝʨʙʘʣʴʥʳʭ ʩʪʠʤʫʣʦʚ, ʢʘʢʠʤʠ ʙʳ ʵʪʠ ʩʪʠʤʫʣʳ ʥʝ ʙʳʣʠ (Block, 1981, p. 18). ʅʝ 

ʩʦʚʩʝʤ ʧʦʥʷʪʝʥ ʣʦʛʠʢʦ-ʵʢʟʠʩʪʝʥʮʠʘʣʴʥʳʡ ʩʪʘʪʫʩ ʧʦʩʣʝʜʥʝʡ ʯʘʩʪʠ ʫʪʚʝʨʞʜʝʥʠʷ. 

ʄʳ ʠʥʪʝʨʧʨʝʪʠʨʫʝʤ ʠʭ ʚ ʬʦʨʤʘʪʝ ñʩʤʳʩʣʦʚʦʡ ʠʥʜʝʬʬʝʨʝʥʪʥʦʩʪʠò: ʥʝ ʚʘʞʥʦ, 

ʷʚʣʷʶʪʩʷ ʣʠ ʦʩʤʳʩʣʝʥʥʳʤʠ ʣʠʙʦ ʙʝʩʩʤʳʩʣʝʥʥʳʤʠ ʚʭʦʜʥʳʝ ʩʪʠʤʫʣʳ. ɻʣʘʚʥʦʝ, 

ʯʪʦʙʳ ʨʝʟʫʣʴʪʘʪ ʙʳʣ ʦʩʤʳʩʣʝʥʥʳʤ ʠʣʠ ʙʳʣ ʧʦʭʦʞʠʤ ʥʘ ʦʩʤʳʩʣʝʥʥʳʡ.  
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ʊʝʩʪ ɹʣʦʢʘ ʢʘʢ ʥʦʚʳʡ ʪʝʩʪ ʊʴʶʨʠʥʛʘ, ʦʩʤʳʩʣʝʥʥʳʡ, ʘ ʥʝ ʨʘʥʜʦʤʥʦ 

ʩʛʝʥʝʨʠʨʦʚʘʥʥʳʡ, ʩʥʠʤʘʝʪ ʚʦʟʨʘʞʝʥʠʝ ʏʠʟʭʦʣʤʘ-ɻʠʯʘ: ʚʦʟʤʦʞʥʦ ʩʢʦʣʴ ʫʛʦʜʥʦ 

ʤʥʦʛʦ ʚʘʨʠʘʥʪʦʚ ʜʠʩʧʦʟʠʮʠʡ, ʫʙʝʞʜʝʥʠʡ, ʥʘʤʝʨʝʥʠʡ, ʞʝʣʘʥʠʡ ʪʦʤʫ, ʯʪʦ GPTɸ ʥʝ 

ʙʫʜʝʪ ʨʘʩʧʦʣʦʞʝʥ ʚʳʜʘʚʘʪʴ ʦʩʤʳʩʣʝʥʥʳʝ ʦʪʚʝʪʳ. ʊʝʤ ʥʝ ʤʝʥʝʝ, ʨʘʟʥʦʦʙʨʘʟʥʳʝ 

ʚʘʨʠʘʥʪʳ ʜʠʩʧʦʟʠʮʠʡ ʥʠʢʘʢ ʥʝ ʩʢʘʟʳʚʘʶʪʩʷ ʥʘ ʩʧʦʩʦʙʥʦʩʪʠ GPTA ʬʦʨʤʠʨʦʚʘʪʴ 

ʪʘʢʠʝ ʦʪʚʝʪʳ. ʅʦ ʪʘʢʠʝ ʩʧʦʩʦʙʥʦʩʪʠ ʥʝ ʷʚʣʷʶʪʩʷ ʦʧʝʨʘʮʠʷʤʠ ʤʘʰʠʥʳ. ʕʪʦ ʩʫʪʴ 

ʩʧʦʩʦʙʥʦʩʪʠ ʣʶʜʝʡ ʧʦʥʠʤʘʪʴ ʩʪʠʤʫʣʳ ʠ ʬʦʨʤʠʨʦʚʘʪʴ ʨʝʘʢʮʠʠ ʢʘʢ ʦʩʤʳʩʣʝʥʥʳʝ 

ʪʝʢʩʪʳ. ʉʥʠʤʘʶʪʩʷ ʘʨʛʫʤʝʥʪʳ ñʩʫʧʝʨʩʧʘʨʪʘʥʝʮò ʠ ñʩʦʚʝʨʰʝʥʥʳʡ ʘʢʪʝʨò: ʥʘʜʦ 

ʦʙʣʘʜʘʪʴ ʥʝʜʶʞʠʥʥʳʤʠ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʳʤʠ ʩʧʦʩʦʙʥʦʩʪʷʤʠ ʜʣʷ ʪʦʛʦ, ʯʪʦʙʳ ʚ 

ʩʦʚʝʨʰʝʥʩʪʚʝ ʠʤʠʪʠʨʦʚʘʪʴ ʦʪʩʫʪʩʪʚʠʝ ʨʘʟʫʤʘ. ʅʝʚʦʟʤʦʞʥʦ ʧʨʠʪʚʦʨʷʪʴʩʷ 

ʨʘʟʫʤʥʳʤ ʠ ʥʝ ʙʳʪʴ ʪʘʢʦʚʳʤ. ɼʣʷ ʠʥʪʝʣʣʝʢʪʫʘʣʦʚ-ʧʘʨʘʣʠʪʠʢʦʚ ʠ ñʫʤʥʳʭ ʤʦʟʛʦʚ ʚ 

ʙʦʯʢʝò ʚʦʦʙʱʝ ʥʝʣʴʟʷ ʥʘʡʪʠ ʦʧʨʦʚʝʨʛʘʶʱʠʝ ʧʨʠʤʝʨʳ ï ʫ ʥʠʭ, ʚʦʟʤʦʞʥʦ, ʠʤʝʝʪʩʷ 

ʩʧʦʩʦʙʥʦʩʪʴ ʨʝʘʛʠʨʦʚʘʪʴ ʦʩʤʳʩʣʝʥʥʦ, ʦʜʥʘʢʦ ʜʣʷ ʨʝʘʣʠʟʘʮʠʠ ʵʪʦʡ ʩʧʦʩʦʙʥʦʩʪʠ ʠʤ 

ʥʝ ʭʚʘʪʘʝʪ ʩʨʝʜʩʪʚ, ʢʦʪʦʨʳʝ ʤʦʛʫʪ ʚʳʨʘʟʠʪʴ ʩʧʦʩʦʙʥʦʩʪʴ ʧʦʩʪʠʛʘʪʴ ñʩʤʳʩʣò. 

ʊʝʦʨʝʪʠʯʝʩʢʠ ñʩʤʳʩʣò ʤʦʞʥʦ ʦʙʲʝʢʪʠʚʠʨʦʚʘʪʴ, ʥʘʧʨʠʤʝʨ, ʚʝʨʰʠʥʦʡ ʪʨʝʫʛʦʣʴʥʠʢʘ 

ʌʨʝʛʝ. ʅʘ ʧʨʘʢʪʠʢʝ ʞʝ ʩʤʳʩʣ, ʥʝ ʷʚʣʷʷʩʴ ʟʥʘʯʝʥʠʝʤ, ʟʥʘʯʠʪ. ʕʪʦ ʩʤʳʩʣʦʚʦʝ 

ʩʭʚʘʪʳʚʘʥʠʝ ʪʨʝʙʫʝʪ ʩʫʙʲʝʢʪʘ, ʚʣʘʜʝʶʱʝʛʦ ʠ ʦʧʝʨʠʨʫʶʱʝʛʦ ʩʤʳʩʣʦʤ, ʨʘʩʢʨʳʪʠʷ 

ʚʥʫʪʨʝʥʥʝʛʦ ʤʠʨʘ ʯʝʣʦʚʝʢʘ. ʅʝʚʦʟʤʦʞʥʦ ʚʦʦʙʨʘʟʠʪʴ, ʯʪʦ ʙʝʩʩʤʳʩʣʝʥʥʘʷ 

ʢʦʤʙʠʥʘʮʠʷ ʩʠʤʚʦʣʦʚ, ʜʝʤʦʥʩʪʨʠʨʫʶʱʘʷ ʦʪʩʫʪʩʪʚʠʝ ʠʥʪʝʣʣʝʢʪʘ ʧʨʠ ʝʝ 

ʧʨʦʠʟʚʦʜʩʪʚʝ, ʩʧʦʩʦʙʥʘ, ʤʠʥʫʷ ʯʝʣʦʚʝʢʘ, ʤʝʭʘʥʠʩʪʠʯʥʦ, ʥʦ ʦʩʤʳʩʣʝʥʥʦ ʦʪʚʝʯʘʪʴ 

ʥʘ ʧʨʦʠʟʚʦʣʴʥʫʶ ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʴ ʩʪʠʤʫʣʦʚ. 

ʆʜʥʘʢʦ ʦʪʢʫʜʘ ʚ GPTA ʚʦʟʤʦʞʥʦ ʧʨʦʜʫʮʠʨʦʚʘʥʠʝ ʦʩʤʳʩʣʝʥʥʳʭ ʨʝʘʢʮʠʡ? 

ɼʣʷ ñʦʪʨʘʞʝʥʠʷò ʥʝʩʪʘʥʜʘʨʪʥʳʭ ʘʥʪʠʙʠʭʝʡʚʠʦʨʠʩʪʩʢʠʭ ʘʨʛʫʤʝʥʪʦʚ ʅ. ɹʣʦʢ 

ʢʨʘʪʢʦ ʦʧʠʩʳʚʘʝʪ, ʥʦ ʜʝʪʘʣʴʥʦ ʨʘʩʢʨʳʚʘʝʪ ʧʨʠʥʮʠʧ ʨʘʙʦʪʳ ʤʘʰʠʥʳ, ʢʦʪʦʨʘʷ ʥʘ 

ʫʨʦʚʥʝ ʚʩʝʛʦ ʯʝʣʦʚʝʯʝʩʪʚʘ ʩʧʦʩʦʙʥʘ ʧʨʦʠʟʚʦʜʠʪʴ ʦʩʤʳʩʣʝʥʥʫʶ 

ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʴ ʚʝʨʙʘʣʴʥʳʭ ʨʝʘʢʮʠʡ ʥʘ ʚʝʨʙʘʣʴʥʳʝ ʩʪʠʤʫʣʳ. ʕʪʦ ʪʘʢ 

ʥʘʟʳʚʘʝʤʘʷ ʤʘʰʠʥʘ ʧʦʠʩʢʘ ʧʦʜʩʪʨʦʢ. ɿʘʜʘʯʘ ʤʘʰʠʥʳ ï ʧʦ ʦʪʚʝʪʫ ʥʘ ʟʘʧʨʦʩ 

ʩʬʦʨʤʠʨʦʚʘʪʴ ʧʦʠʩʢ ʧʦʜʩʪʨʦʢʠ, ʧʨʝʜʩʪʘʚʣʝʥʥʦʡ ʢʘʢ ʬʨʘʛʤʝʥʪ ʩʪʨʦʢʠ, ʢʦʪʦʨʘʷ 

ʙʳʣʘ ʨʘʥʝʝ ʩʬʦʨʤʫʣʠʨʦʚʘʥʘ, ʦʪʬʦʨʤʘʪʠʨʦʚʘʥʘ ʠ ʩʦʭʨʘʥʝʥʘ ʚ ʙʘʟʝ ʟʥʘʥʠʡ 

ʜʠʘʣʦʛʦʚʳʭ ʩʮʝʥʘʨʠʝʚ ʚʩʝʛʦ ʯʝʣʦʚʝʯʝʩʪʚʘ. ʄʘʰʠʥʘ ɹʣʦʢʘ ʧʨʝʜʩʪʘʚʣʝʥʘ ʧʦʯʪʠ 

ʧʦʣʚʝʢʘ ʥʘʟʘʜ, ʚ 1981 ʛ., ʧʨʠ ʵʪʦʤ ʦʥʘ ʧʨʝʜʚʦʩʭʠʱʘʝʪ ʧʨʠʥʮʠʧ ʨʘʙʦʪʳ GPTA.  

ʄʳ ʥʝ ʙʫʜʝʤ ʚʳʜʝʣʷʪʴ ʦʯʝʚʠʜʥʳʝ ʦʪʣʠʯʠʷ, ʦʥʠ ʧʨʦʟʨʘʯʥʳ. ʇʦʜʯʝʨʢʥʝʤ ʪʦ, 

ʯʪʦ ʤʘʰʠʥʘ ɹʣʦʢʘ ʥʘ ʧʦʚʝʜʝʥʯʝʩʢʦʤ, ʙʠʭʝʡʚʠʦʨʘʣʴʥʦ ʦʮʝʥʠʚʘʝʤʦʤ ʫʨʦʚʥʝ 

ʚʳʛʣʷʜʠʪ ʢʘʢ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʘʷ. ʆʜʥʘʢʦ ʟʥʘʥʠʷ ʝʸ ʚʥʫʪʨʝʥʥʝʛʦ ʫʩʪʨʦʡʩʪʚʘ 

ʫʙʝʞʜʘʶʪ ʚ ʧʦʣʥʦʤ ʦʪʩʫʪʩʪʚʠʠ ʫ ʥʝʸ ñʠʥʪʝʣʣʝʢʪʘò. ɺʩʷ ʩʦʚʦʢʫʧʥʦʩʪʴ 

ʦʩʤʳʩʣʝʥʥʳʭ ʚʝʨʙʘʣʴʥʳʭ ʚʳʨʘʞʝʥʠʡ (ʢʦʪʦʨʘʷ ʢ ʪʦʤʫ ʞʝ ʷʚʣʷʝʪʩʷ ʢʦʥʝʯʥʳʤ 

ʤʥʦʞʝʩʪʚʦʤ) ʥʘ ʚʳʭʦʜʝ ʪʘʢʦʡ ʤʘʰʠʥʳ ʟʘʜʘʸʪʩʷ ʠʩʢʣʶʯʠʪʝʣʴʥʦ ʯʝʣʦʚʝʯʝʩʢʠʤ 

ʢʦʣʣʝʢʪʠʚʦʤ (ʧʨʦʝʢʪʠʨʦʚʱʠʢʦʚ, ʠʥʞʝʥʝʨʦʚ, ʧʨʦʛʨʘʤʤʠʩʪʦʚ ʠ ʜʨ.). ʃʶʜʠ ʜʦʣʛʦ ʠ 

ʫʧʦʨʥʦ ʪʨʫʜʷʪʩʷ ʜʣʷ ʨʝʘʣʠʟʘʮʠʠ ʚʩʝʚʦʟʤʦʞʥʳʭ ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʝʡ 

ʦʩʤʳʩʣʝʥʥʳʭ ʦʪʚʝʪʦʚ ʥʘ ʧʨʝʜʧʦʣʘʛʘʝʤʳʝ ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʠ ʚʝʨʙʘʣʴʥʳʭ 

ʩʪʠʤʫʣʦʚ. ɺ ʭʦʜʝ ʨʘʙʦʪʳ ʠʩʧʦʣʴʟʫʶʪʩʷ ʩʧʝʮʠʘʣʴʥʳʝ ʠʥʩʪʨʫʤʝʥʪʘʣʴʥʳʝ ʩʨʝʜʩʪʚʘ, 

ʥʘʧʨʠʤʝʨ, ʩʨʝʜʩʪʚʘ ʘʚʪʦʤʘʪʠʟʘʮʠʠ ʧʨʦʛʨʘʤʤʠʨʦʚʘʥʠʷ, ʤʘʰʠʥʥʦʛʦ ʦʙʫʯʝʥʠʷ ʜʣʷ 

ʧʨʝʜʚʘʨʠʪʝʣʴʥʦʡ ʨʘʟʤʝʪʢʠ ʪʨʘʝʢʪʦʨʠʡ ʦʪʚʝʪʦʚ, ʩʨʝʜʩʪʚʘ ʨʘʥʞʠʨʦʚʘʥʠʷ ʩʪʘʪʠʩʪʠʢʠ 

ʯʘʩʪʦʪʳ ʚʩʪʨʝʯʘʝʤʦʩʪʠ ʧʦʜʩʪʨʦʢ.  ʉʘʤʦʝ ʛʣʘʚʥʦʝ ï ʣʶʜʠ ʪʚʦʨʯʝʩʢʠ ʚʦʦʙʨʘʞʘʶʪ ʠ 
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ʨʝʰʘʶʪ, ʯʪʦ ʩʯʠʪʘʪʴ ʦʩʤʳʩʣʝʥʥʦʡ ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʴʶ ʷʟʳʢʦʚʳʭ ʚʳʨʘʞʝʥʠʡ, ʘ 

ʯʪʦ ʷʚʣʷʝʪʩʷ ʙʝʩʩʤʳʩʣʠʮʝʡ. 

ʊʘʢʘʷ ʤʘʰʠʥʘ, ʥʝʩʦʤʥʝʥʥʦ, ʷʚʣʷʝʪʩʷ ʨʘʟʫʤʥʦʡ. ʆʜʥʘʢʦ ʠʥʪʝʣʣʝʢʪ, ʢʦʪʦʨʳʡ 

ʤʘʰʠʥʘ ñʧʨʦʷʚʣʷʝʪò ʢʘʢ ʚ ʬʦʨʤʝ ʘʢʪʫʘʣʴʥʦʛʦ ʧʦʚʝʜʝʥʠʷ, ʪʘʢ ʠ ʚ ʬʦʨʤʝ ʜʠʩʧʦʟʠʮʠʠ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʛʦ ʧʦʚʝʜʝʥʠʷ ï ʩʫʪʴ ʠʥʪʝʣʣʝʢʪ ʣʶʜʝʡ, ʢʦʪʦʨʳʝ ʩʦʟʜʘʶʪ 

ʪʝʢʩʪʳ, ʬʦʨʤʫʣʠʨʫʶʪ ʚʦʧʨʦʩʳ, ʦʩʫʱʝʩʪʚʣʷʶʪ ʧʦʠʩʢ ʦʪʚʝʪʦʚ ʠ ʧʨʠ 

ʦʙʥʘʨʫʞʝʥʠʠ ʥʝʫʜʦʚʣʝʪʚʦʨʠʪʝʣʴʥʳʭ ʦʪʚʝʪʦʚ ʦʪʨʠʮʘʶʪ ʠʣʠ ʠʩʧʨʘʚʣʷʶʪ. ʊʦ ʝʩʪʴ 

ʵʪʦ ʩʠʩʪʝʤʘ ʝʩʪʝʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ, ʥʦ ʦʪʥʶʜʴ ʥʝ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. 

ʄʘʰʠʥʘ ɹʣʦʢʘ ï ʵʪʦ ʢʘʢ ʜʚʫʭʩʪʦʨʦʥʥʝʝ ʨʘʜʠʦ, ʨʘʜʠʦʧʨʠʝʤʥʠʢ ʚ ʦʜʥʫ ʠ ʚ ʜʨʫʛʫʶ 

ʩʪʦʨʦʥʳ ʘʢʪʦʨʦʚ ʜʠʘʣʦʛʘ (Block, 1981, p. 21-22), ʢʦʪʦʨʦʤʫ ʘʙʩʫʨʜʥʦ ʧʨʠʧʠʩʳʚʘʪʴ 

ʩʧʦʩʦʙʥʦʩʪʴ ʤʳʰʣʝʥʠʷ ʠ ʧʦʥʠʤʘʥʠʷ. ʉʪʦʣʴ ʞʝ ʘʙʩʫʨʜʥʦ ʧʨʠʧʠʩʳʚʘʪʴ ñʠʥʪʝʣʣʝʢʪò 

ʢʦʤʧʴʶʪʝʨʫ, ʝʩʣʠ ʦʥ ʠʩʧʦʣʥʷʝʪ ʨʦʣʠ, ʠʥʚʘʨʠʘʥʪʥʳʝ ʬʫʥʢʮʠʷʤ ʨʘʜʠʦʧʨʠʝʤʥʠʢʘ. 

ɽʩʣʠ ʪʝʧʝʨʴ ʚʦʩʧʦʣʴʟʦʚʘʪʴʩʷ ʧʝʨʚʦʡ, ʥʝʡʨʦʢʦʤʧʴʶʪʝʨʥʦʡ ʚʝʨʩʠʝʡ ʤʘʰʠʥʳ ɹʣʦʢʘ 

ʠ ʩʦʝʜʠʥʠʪʴ ʩʦ ʚʪʦʨʦʡ, ʪʦ ʧʦʣʫʯʠʤ ʬʫʥʢʮʠʦʥʘʣʴʥʫʶ ʵʢʚʠʚʘʣʝʥʪʥʦʩʪʴ GPTA ʩ 

ʨʘʜʠʦʧʨʠʝʤʥʠʢʦʤ. ʇʦʵʪʦʤʫ ʚʩʷ ʘʨʛʫʤʝʥʪʘʮʠʷ ʥʝʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʩʪʠ ʤʘʰʠʥʳ 

ɹʣʦʢʘ, ʪʱʘʪʝʣʴʥʦ ʨʘʟʨʘʙʦʪʘʥʥʘʷ ʜʣʷ ʧʝʨʚʦʡ ʚʝʨʩʠʠ ʤʘʰʠʥʳ, ʧʝʨʝʥʦʩʠʪʩʷ ʠ ʜʣʷ 

ʩʣʫʯʘʷ ʩ GPTA.   

ʄʳ ʧʦʣʥʦʩʪʴʶ ʩʦʛʣʘʩʠʤʩʷ ʩ ʵʪʦʡ ʦʙʲʝʤʥʦʡ ʘʨʛʫʤʝʥʪʘʮʠʝʡ, ʫʢʘʟʘʚ ʥʘ ʨʷʜ 

ʠʥʪʝʨʝʩʥʳʭ ʤʦʤʝʥʪʦʚ, ʩʦʭʨʘʥʠʚ, ʧʦ ʚʦʟʤʦʞʥʦʩʪʠ, ʧʦʨʷʜʦʢ ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʠ 

ʘʨʛʫʤʝʥʪʦʚ, ʢʘʢ ʙʳʣʦ ʚ (Block, 1981). 

 ʇʝʨʚʳʡ ʘʙʟʘʮ ʘʨʛʫʤʝʥʪʘ ʦʪʨʘʞʘʝʪ ʘʨʛʫʤʝʥʪ ɹʣʦʢʘ. ɺʪʦʨʦʡ ʘʙʟʘʮ ï 

ʦʧʨʦʚʝʨʞʝʥʠʝ ʵʪʦʛʦ ʘʨʛʫʤʝʥʪʘ. ɽʩʣʠ ʥʝʪ ʢʦʥʮʝʧʪʫʘʣʴʥʳʭ ʢʦʣʣʠʟʠʡ ʤʝʞʜʫ GPTA ʠ 

ʤʘʰʠʥʦʡ ɹʣʦʢʘ, ʚ ʵʪʦʤ ʩʧʠʩʢʝ ʧʨʠʤʝʥʷʝʪʩʷ ʘʙʙʨʝʚʠʘʪʫʨʘ ʘʥʘʣʠʟʠʨʫʝʤʦʡ ʥʘʤʠ 

ʤʘʰʠʥʳ, ʪ.ʝ. ñGPTAò. 

 1. ʏʨʝʟʤʝʨʥʘʷ ʘʥʪʨʦʧʦʣʦʛʠʟʘʮʠʷ ʩʠʩʪʝʤʳ ʀʀ. ʀʥʪʝʣʣʝʢʪ, ʧʨʦʷʚʣʷʝʤʳʡ 

ʤʘʰʠʥʦʡ ɹʣʦʢʘ, ʷʚʣʷʝʪʩʷ ʠʥʪʝʣʣʝʢʪʦʤ ʨʘʟʨʘʙʦʪʯʠʢʦʚ ïʧʨʦʛʨʘʤʤʠʩʪʦʚ, ʵʢʩʧʝʨʪʦʚ, 

ʦʧʝʨʘʪʦʨʦʚ, ʠʥʞʝʥʝʨʦʚ ʧʦ ʟʥʘʥʠʷʤ ʠ ʜʨ.  

ʄʘʰʠʥʘ ʥʝ ʦʙʥʘʨʫʞʠʚʘʝʪ ʦʪʣʠʯʠʡ ʤʝʞʜʫ ʧʦʚʝʜʝʥʠʝʤ, ʢʦʪʦʨʦʝ ʦʪʨʘʞʘʝʪ 

ʩʦʙʩʪʚʝʥʥʳʡ ʠʥʪʝʣʣʝʢʪ ʤʘʰʠʥʳ, ʠ ʧʦʚʝʜʝʥʠʝʤ, ʦʪʨʘʞʘʶʱʠʤ ʪʦʣʴʢʦ ʠʥʪʝʣʣʝʢʪ 

ʨʘʟʨʘʙʦʪʯʠʢʦʚ ʤʘʰʠʥʳ.  

2. ɸʢʪʫʘʣʴʥʦʩʪʴ ʟʥʘʥʠʡ. ɺ ʤʘʰʠʥʝ ɹʣʦʢʘ ʩʦʜʝʨʞʘʪʴʩʷ ʪʦʣʴʢʦ ʪʝ ʟʥʘʥʠʷ, 

ʢʦʪʦʨʳʝ ʚ ʥʝʝ ʚʚʝʜʝʥʳ. ʇʨʠʥʮʠʧʳ ʨʘʙʦʪʳ GPTA ʧʨʠʥʮʠʧʠʘʣʴʥʦ ʦʪʣʠʯʘʶʪʩʷ ʦʪ 

ʢʣʘʩʩʠʯʝʩʢʠʭ ʧʨʠʥʮʠʧʦʚ ʀʀ. ɺ ʥʠʭ ʥʝʪ ʛʠʧʦʪʝʟ, ʘʙʜʫʢʮʠʠ, ʠʥʜʫʢʮʠʠ, ʪʨʘʜʫʢʮʠʠ. 

ɺ ʤʘʰʠʥʝ ʪʦʣʴʢʦ ʬʘʢʪʳ, ʢʦʪʦʨʳʝ ʤʦʛʫʪ ʦʢʘʟʘʪʴʩʷ ʬʝʡʢʘʤʠ.  

ʉʠʩʪʝʤʫ ʩʣʝʜʫʝʪ ʩʯʠʪʘʪʴ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʡ, ʜʘʞʝ ʝʩʣʠ ʚ ʥʝʸ ʥʝ ʟʘʣʦʞʝʥʳ 

ʟʥʘʥʠʷ ʦ ʪʝʢʫʱʠʭ ʩʦʙʳʪʠʷʭ.  

3. GPTA ʥʝ ʷʚʣʷʝʪʩʷ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʡ ʩʠʩʪʝʤʦʡ. GPTA ʢʘʢ ʤʘʰʠʥʘ ʩ 

ʚʥʫʪʨʝʥʥʝʡ ʤʝʭʘʥʠʯʝʩʢʦʡ ʩʪʨʫʢʪʫʨʦʡ ʥʝ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʘ ʜʘʞʝ ʪʦʛʜʘ, ʢʦʛʜʘ 

ʚʳʛʣʷʜʠʪ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʡ ʚ ʣʶʙʦʤ ʚʥʝʰʥʝʤ ʦʪʥʦʰʝʥʠʠ. ʉʠʩʪʝʤʘ ʩʯʠʪʘʝʪʩʷ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʡ ʚ ʪʦʡ ʩʪʝʧʝʥʠ, ʚ ʢʘʢʦʡ ʝʸ ʜʝʡʩʪʚʠʷ ʠʤʠʪʠʨʫʶʪ ʧʦʚʝʜʝʥʠʝ 

ʜʝʡʩʪʚʠʪʝʣʴʥʦ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʡ ʩʠʩʪʝʤʳ. ʇʨʠ ʵʪʦʤ ʠʛʨʘ ʚʥʝʰʥʝ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʡ ʩʠʩʪʝʤʳ ʦʰʠʙʦʯʥʦ ʧʨʠʥʠʤʘʝʪʩʷ ʟʘ ʧʨʠʟʥʘʢ ʝʸ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʩʪʠ. 
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ʊʘʢ ʢʘʢ ʦʧʝʨʘʮʠʠ ʤʘʰʠʥʳ ɹʣʦʢʘ ʩʫʪʴ ʧʦʣʥʦʩʪʴʶ ʠʤʠʪʘʮʠʷ ʚʦʧʨʦʩʥʦ-

ʦʪʚʝʪʥʳʭ ʩʮʝʥʘʨʠʝʚ, ʪʦ ʦʥʠ ʥʝ ʤʦʛʫʪ ʩʣʫʞʠʪʴ ʦʩʥʦʚʘʥʠʝʤ ʜʣʷ ʧʨʠʧʠʩʳʚʘʥʠʷ 

ʤʘʰʠʥʝ ʠʥʪʝʣʣʝʢʪʘ.  

4. ʀʥʪʝʣʣʝʢʪʫʘʣʴʥʳʡ ʰʦʚʠʥʠʟʤ. ɺʦʟʤʦʞʥʦ, ʥʝʢʦʪʦʨʳʡ ñʰʤʠʥʪʝʣʣʝʢʪò 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʝʝ ñʠʥʪʝʣʣʝʢʪʘò ʚ ʩʠʣʫ ʨʘʟʣʠʯʠʷ ʠ ʜʘʞʝ ʥʝʩʦʧʦʩʪʘʚʠʤʦʩʪʠ 

ʠʥʬʦʨʤʘʮʠʦʥʥʳʭ ʧʨʦʮʝʩʩʦʚ ʜʣʷ ʠʭ ʨʝʘʣʠʟʘʮʠʠ.  

ʊʘʢ ʢʘʢ ʚʥʫʪʨʝʥʥʝʝ ʩʪʨʦʝʥʠʝ GPTA ʫʙʝʞʜʘʝʪ ʚ ʪʦʤ, ʯʪʦ ʦʥʘ ʫʩʧʝʰʥʦ 

ʠʤʠʪʠʨʫʝʪ ʠʛʨʫ ʚ ʠʤʠʪʘʮʠʶ ʠʥʪʝʣʣʝʢʪʘ, ʥʝ ʦʙʣʘʜʘʷ ʠʥʪʝʣʣʝʢʪʦʤ, ʪʦ ʵʪʦʛʦ 

ʢʦʥʪʨʧʨʠʤʝʨʘ, ʧʦ ʤʥʝʥʠʶ ʅ. ɹʣʦʢʘ, ʜʦʩʪʘʪʦʯʥʦ ʜʣʷ ʧʦʥʠʤʘʥʠʷ ʪʦʛʦ, ñʠʥʪʝʣʣʝʢʪè ï 

ʵʪʦ ʥʝʯʪʦ ʠʥʦʝ, ʥʝʞʝʣʠ ʯʝʤ ʪʦ, ʯʪʦ ʠʤʠʪʠʨʫʝʪ ʠʥʪʝʣʣʝʢʪ.  

5. ʃʝʛʠʪʠʤʥʦʩʪʴ ʤʘʰʠʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. ɺʦʦʙʨʘʟʠʤ, ʯʪʦ ʥʝʢʪʦ, 

ʦʙʣʘʜʘʶʱʠʡ ʧʦʟʠʪʠʚʥʳʤ ʧʨʘʚʦʤ, ʧʦʩʪʘʥʦʚʠʣ ʩʯʠʪʘʪʴ, ʯʪʦ ʯʝʣʦʚʝʯʝʩʢʠʡ 

ʠʥʪʝʣʣʝʢʪ ï ʵʪʦ ʤʘʰʠʥʥʘʷ ʦʙʨʘʙʦʪʢʘ ʠʥʬʦʨʤʘʮʠʠ ʪʦʯʥʦ ʪʘʢʘʷ ʞʝ, ʢʘʢ ʵʪʦ 

ʦʩʫʱʝʩʪʚʣʷʝʪ GPTɸ. ɺʦʟʤʦʞʥʦ ʪʘʢ ʞʝ, ʧʦ ʫʪʚʝʨʞʜʝʥʠʶ ʧʦʟʠʪʠʚʥʦ-ʧʨʘʚʦʚʦʛʦ 

ʜʝʷʪʝʣʷ ʠ ʪʦ, ʯʪʦ ʯʝʣʦʚʝʢ ʤʝʥʝʝ ʠʥʪʝʣʣʝʢʪʫʘʣʝʥ ʠ, ʩʣʝʜʦʚʘʪʝʣʴʥʦ, ʤʝʥʝʝ ʠʥʪʝʨʝʩʝʥ, 

ʥʝʞʝʣʠ ʯʝʤ ʤʘʰʠʥʘ. ʆʥ ʞʝ ʥʝ ʠʤʝʝʪ ʦʙʱʝʯʝʣʦʚʝʯʝʩʢʦʛʦ ʤʘʩʰʪʘʙʘ ʭʨʘʥʠʤʳʭ 

ʜʘʥʥʳʭ, ʧʘʨʘʣʣʝʣʠʟʤʘ, ʩʢʦʨʦʩʪʠ ʚʳʯʠʩʣʝʥʠʡ. ʄʦʞʥʦ ʣʠ ʫʪʚʝʨʞʜʘʪʴ, ʯʪʦ ʣʶʜʠ 

ʤʝʥʝʝ ʨʘʟʫʤʥʳ, ʥʝʞʝʣʠ ʯʝʤ GPTA?  

ʇʦʜʦʙʥʦʛʦ ʨʦʜʘ ñʟʘʢʦʥʦʪʚʦʨʯʝʩʢʠʝ ʧʦʩʪʘʥʦʚʣʝʥʠʷò ʨʘʩʭʦʜʷʪʩʷ ʠ ʩʦ ʟʜʨʘʚʳʤ 

ʩʤʳʩʣʦʤ, ʠ ʩ ʠʩʩʣʝʜʦʚʘʥʠʷʤʠ ʢʦʛʥʠʪʠʚʥʦʡ ʥʘʫʢʠ. GPTA ʥʝ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʘ, 

ʧʦʵʪʦʤʫ ʧʦʟʠʪʠʚʥʦʝ ʧʨʘʚʦ ʧʨʠʧʠʩʳʚʘʥʠʷ ʠʥʪʝʣʣʝʢʪʘ ʥʝʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʡ ʤʘʰʠʥʝ, 

ʝʩʣʠ ʠ ʫʩʪʘʥʦʚʠʪʩʷ, ʪʦ ʥʝ ʥʘʜʦʣʛʦ. 

6. ʊʦʞʜʝʩʪʚʦ ʤʳʰʣʝʥʠʷ ʠ GPTA. ʏʝʣʦʚʝʢ ʤʳʩʣʠʪ ʪʘʢ ʞʝ, ʢʘʢ ʤʳʩʣʠʪ ʤʘʰʠʥʘ 

ɹʣʦʢʘ (GPTA). ʉʦʙʠʨʘʝʪ ʟʥʘʥʠʷ ʥʘ ʧʨʦʪʷʞʝʥʠʠ ʚʩʝʡ ʞʠʟʥʠ ʠ ʚʝʨʦʷʪʥʦʩʪʥʦ 

ʦʪʚʝʯʘʝʪ ʥʘ ʚʦʧʨʦʩʳ.   

ʂʦʛʥʠʪʠʚʥʳʝ ʧʨʦʮʝʩʩʳ, ʙʝʟ ʚʩʷʢʦʛʦ ʩʦʤʥʝʥʠʷ, ʛʦʨʘʟʜʦ ʙʦʣʝʝ ʤʝʭʘʥʠʩʪʠʯʥʳ, 

ʯʝʤ ʵʪʦ ʧʨʠʥʷʪʦ ʩʯʠʪʘʪʴ. ʆʜʥʘʢʦ ʦʛʨʦʤʥʘ ʨʘʟʥʠʮʘ ʤʝʞʜʫ ʫʪʚʝʨʞʜʝʥʠʝʤ, ʯʪʦ ʣʶʜʠ 

ʙʦʣʝʝ ʤʝʭʘʥʠʩʪʠʯʥʳ, ʠ ʫʪʚʝʨʞʜʝʥʠʝʤ, ʯʪʦ ʯʝʣʦʚʝʢ ï ʵʪʦ ʤʘʰʠʥʘ ɹʣʦʢʘ.  

7. ʂʦʤʙʠʥʘʪʦʨʥʳʡ ʚʟʨʳʚ ʤʘʰʠʥʳ ɹʣʦʢʘ. ʗʚʣʷʝʪʩʷ ʣʠ ʵʤʧʠʨʠʯʝʩʢʦʡ 

ʛʠʧʦʪʝʟʦʡ ʪʦ, ʯʪʦ ʠʥʪʝʣʣʝʢʪ ï ʵʪʦ ʩʧʦʩʦʙʥʦʩʪʴ ʚʳʜʘʚʘʪʴ ʦʩʤʳʩʣʝʥʥʳʝ 

ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʠ ʨʝʘʢʮʠʡ, ʩʦʦʪʚʝʪʩʪʚʫʶʱʠʝ ʚʭʦʜʥʳʤ ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʷʤ? 

ʄʘʰʠʥʘ ɹʣʦʢʘ ʥʝʚʦʟʤʦʞʥʘ ʠʟ-ʟʘ ʢʦʤʙʠʥʘʪʦʨʥʦʛʦ ʚʟʨʳʚʘ.  

ʉʫʱʝʩʪʚʫʝʪ ʧʦʨʷʜʢʘ 1030 ʛʨʘʤʤʘʪʠʯʝʩʢʠʭ ʧʨʝʜʣʦʞʝʥʠʡ ʜʣʠʥʦʶ ʚ 20 ʩʣʦʚ 

(ʅ. ɹʣʦʢ ʩʩʳʣʘʝʪʩʷ ʥʘ ʢʣʘʩʩʠʯʝʩʢʫʶ ʢʥʠʛʫ ʧʦ ʢʦʛʥʠʪʠʚʠʩʪʠʢʝ ɼʞ. ʄʠʣʣʝʨʘ, 

ɽ. ɻʘʣʘʥʪʝʨ ʠ ʂ. ʇʨʠʙʨʘʤʘ (Miller , Galanter, & Pribram, 1960)). ʇʨʝʜʧʦʣʦʞʠʤ, ʯʪʦ 

ʠʟ ʥʠʭ 1015 ʩʝʤʘʥʪʠʯʝʩʢʠ ʢʦʨʨʝʢʪʥʳ. ʊʝʩʪʫ ʊʴʶʨʠʥʛʘ ʜʣʠʪʝʣʴʥʦʩʪʴʶ ʚ ʦʜʠʥ ʯʘʩ 

ʤʦʞʝʪ ʧʦʥʘʜʦʙʠʪʴʩʷ ʧʦʨʷʜʢʘ 100 ʪʘʢʠʭ ʧʨʝʜʣʦʞʝʥʠʡ. ɸ ʵʪʦ 101500 ʩʪʨʦʢ ï ʯʠʩʣʦ, 

ʢʦʪʦʨʦʝ ʙʦʣʴʰʝ ʯʠʩʣʘ ʯʘʩʪʠʮ ʚʦ ʚʩʝʣʝʥʥʦʡ.  

8. ʆʜʥʘʢʦ ʧʨʦʙʣʝʤʳ ʢʦʤʙʠʥʘʪʦʨʥʦʛʦ ʚʟʨʳʚʘ ʧʨʝʦʜʦʣʝʥʳ GPTA. ʇʦʞʘʣʫʡ, 

ʦʜʥʠʤ ʠʟ ʜʦʩʪʦʠʥʩʪʚ ʩʦʚʨʝʤʝʥʥʦʛʦ ʫʨʦʚʥʷ ʚʳʯʠʩʣʠʪʝʣʴʥʦʡ ʪʝʭʥʠʢʠ ʷʚʣʷʝʪʩʷ 

ʩʫʧʝʨʢʦʤʧʴʶʪʝʨʥʘʷ ʧʨʝʜʦʙʫʯʝʥʥʘʷ ʩʭʝʤʘ ʚʳʜʘʯʠ ʦʪʚʝʪʦʚ ʥʘ ʟʘʧʨʦʩʳ.  

ɺ ʩʘʤʦʤ ʜʝʣʝ, ʜʣʷ GPTA ʥʝʪ ʧʨʦʙʣʝʤʳ ʩ ʵʪʠʤ ʚʟʨʳʚʦʤ. ʄʘʰʠʥʘ ʦʙʫʯʘʝʪʩʷ ʥʘ 

ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʷʭ ʪʝʢʩʪʦʚ, ʢʦʪʦʨʳʝ ʨʘʥʝʝ ʫʞʝ ʙʳʣʠ ʦʩʤʳʩʣʝʥʳ ʠ ʧʨʝʜʩʪʘʚʣʝʥʳ 

ʯʝʣʦʚʝʢʦʤ. ʉʘʤʦʩʪʦʷʪʝʣʴʥʦ GPTA ʥʠʯʝʛʦ ʦʩʤʳʩʣʝʥʥʦʛʦ ʥʝ ʬʦʨʤʠʨʫʝʪ.    
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9. ʈʝʜʫʮʠʨʫʝʤʦʩʪʴ ʠʥʪʝʣʣʝʢʪʘ ʢ ʜʠʘʣʦʛʦʚʦʤʫ ʠʥʪʝʣʣʝʢʪʫ. ʅʘʩʢʦʣʴʢʦ 

ʧʨʘʚʦʤʝʨʥʘ ʵʤʧʠʨʠʯʝʩʢʘʷ ʛʠʧʦʪʝʟʘ ʦ ʪʦʤ, ʯʪʦ ʠʥʪʝʣʣʝʢʪ ï ʵʪʦ ʩʧʦʩʦʙʥʦʩʪʴ 

ʚʳʜʘʚʘʪʴ ʦʩʤʳʩʣʝʥʥʳʝ ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʠ ʨʝʘʢʮʠʡ, ʩʦʦʪʚʝʪʩʪʚʫʶʱʠʝ ʚʭʦʜʥʳʤ 

ʧʦʩʣʝʜʦʚʘʪʝʣʴʥʦʩʪʷʤ?  

ʆʪʦʞʜʝʩʪʚʣʝʥʠʝ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʩʪʠ ʩʦ ʩʧʦʩʦʙʥʦʩʪʴʶ ʚʳʜʘʚʘʪʴ 

ʦʩʤʳʩʣʝʥʥʳʝ ʦʪʚʝʪʳ ï ʵʪʦ ʚʪʦʨʦʩʪʝʧʝʥʥʳʡ ʧʨʠʥʮʠʧ ʵʤʧʠʨʠʯʝʩʢʦʡ ʧʩʠʭʦʣʦʛʠʠ. 

ʇʦʜʦʙʥʦʛʦ ʨʦʜʘ ʦʪʦʞʜʝʩʪʚʣʝʥʠʝ ʤʦʞʝʪ ʙʳʪʴ ʧʨʝʜʣʦʞʝʥʦ ʢʘʢ ʨʘʮʠʦʥʘʣʴʥʘʷ 

ʨʝʢʦʥʩʪʨʫʢʮʠʷ ʥʝʦʧʨʝʜʝʣʝʥʥʦ ʦʙʱʝʡ ʢʦʥʮʝʧʮʠʠ ʠʥʪʝʣʣʝʢʪʘ, ʢʦʪʦʨʘʷ, ʚʦʟʤʦʞʥʦ, 

ʥʘʡʜʸʪ ʧʦʣʝʟʥʦʝ ʧʨʠʤʝʥʝʥʠʝ ʚ ʙʫʜʫʱʝʡ ʪʝʦʨʠʠ ʵʤʧʠʨʠʯʝʩʢʦʡ ʧʩʠʭʦʣʦʛʠʠ. ʃʶʜʠ 

ʩʦ ʟʜʨʘʚʳʤ ʨʘʩʩʫʜʢʦʤ ʤʦʛʫʪ ʥʝʧʨʘʚʠʣʴʥʦ ʧʦʥʠʤʘʪʴ ʧʨʝʜʣʦʞʝʥʠʷ, ʧʫʪʘʪʴʩʷ. 

ʃʶʙʦʤʫ ʞʝ ʥʦʨʤʘʣʴʥʦʤʫ ʯʝʣʦʚʝʢʫ, ʢʦʪʦʨʳʡ ʫʯʘʩʪʚʫʝʪ ʚ ʜʣʠʪʝʣʴʥʦʤ ʪʝʩʪʝ 

ʊʴʶʨʠʥʛʘ, ʚʩʢʦʨʝ ʜʦʣʞʥʦ ʥʘʩʢʫʯʠʪʴ ʵʪʦ ʤʝʨʦʧʨʠʷʪʠʝ, ʦʥ ʩʪʘʥʝʪ ʥʝʚʥʠʤʘʪʝʣʝʥ. 

ɻʦʚʦʨʫʥʳ ʩ ʩʘʤʦʛʦ ʥʘʯʘʣʘ ʙʫʜʫʪ ʥʝʩʪʠ ʙʝʩʩʤʳʩʣʠʮʫ, ʠʥʦʛʜʘ ʠʟʚʠʥʷʷʩʴ, ʯʪʦ ʥʝ 

ʩʣʫʰʘʣʠ ʩʦʙʝʩʝʜʥʠʢʘ. ʄʥʦʛʠʝ ʣʶʜʠ ʥʘ ʟʘʤʝʯʘʥʠʷ ʩʦʙʝʩʝʜʥʠʢʘ ʙʫʜʫʪ ʦʪʚʝʯʘʪʴ 

ʩʚʦʙʦʜʥʳʤʠ ʘʩʩʦʮʠʘʮʠʷʤʠ, ʥʝʞʝʣʠ ʥʘʧʨʷʛʘʪʴ ʩʚʦʡ ʨʘʟʫʤ, ʜʘʚʘʷ ʚʨʘʟʫʤʠʪʝʣʴʥʳʝ 

ʦʪʚʝʪʳ. ʅʝʢʦʪʦʨʳʝ ʙʫʜʫʪ ʧʦʩʪʦʷʥʥʦ ʞʘʣʦʚʘʪʴʩʷ ʥʘ ʥʝʧʨʠʚʣʝʢʘʪʝʣʴʥʦʩʪʴ ʵʪʠʭ 

ʙʝʩʢʦʥʝʯʥʳʭ ʪʝʩʪʦʚ ʊʴʶʨʠʥʛʘ.  

10. ʉʘʤʳʤ ʣʫʯʰʠʤ ʧʨʦʝʢʪʦʤ ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʡ ʤʘʰʠʥʳ ʩʪʘʥʝʪ ʟʘʤʝʥʘ 

ʧʘʤʷʪʠ ʨʘʟʫʤʦʤ. ñɼʣʷ ʪʝʩʪʘ ʊʴʶʨʠʥʛʘ ʥʝʦʧʨʝʜʝʣʸʥʥʦʡ ʜʣʠʥʳ ʤʘʰʠʥʘ ʩʪʘʥʦʚʠʪʩʷ 

ʥʘʩʪʦʣʴʢʦ ʙʦʣʴʰʦʡ, ʯʪʦ ʧʦʧʳʪʢʘ ʝʝ ʧʦʩʪʨʦʠʪʴ ʩʪʘʥʝʪ ʧʨʠʯʠʥʦʡ ʧʨʦʚʘʣʘ ʩʨʝʜʩʪʚ 

ʬʠʥʘʥʩʠʨʦʚʘʥʠʷ ʧʨʦʝʢʪʘ ʚ ʯʝʨʥʫʶ ʜʳʨʫò (Block, 1981, p. 34). 

ʊʝʭʥʠʯʝʩʢʘʷ ʠʟʦʙʨʝʪʘʪʝʣʴʥʦʩʪʴ, ʩʢʦʣʴ ʙʳ ʠʟʦʱʨʸʥʥʦʡ ʦʥʘ ʥʝ ʤʳʩʣʠʣʘʩʴ, 

ʚʳʭʦʜʠʪ ʟʘ ʨʘʤʢʠ ʤʝʪʦʜʦʣʦʛʠʠ ʤʦʜʝʣʠʨʦʚʘʥʠʷ ʨʝʯʝʚʳʭ ʠʣʠ ʜʠʘʣʦʛʦʚʳʭ 

ʩʧʦʩʦʙʥʦʩʪʝʡ ʯʝʣʦʚʝʢʘ. ʕʚʨʠʩʪʠʢ ʥʝʜʦʩʪʘʪʦʯʥʦ ʜʣʷ ʵʪʦʛʦ.  

11. GPTA ʠ ʘʥʠʤʘʪʨʦʥʠʢʘ. ʃʠʰʴ ʥʝʤʥʦʛʠʝ ʣʶʜʠ ʩʤʦʛʫʪ ʧʨʦʡʪʠ ʪʝʩʪ 

ʊʴʶʨʠʥʛʘ, ʢʦʪʦʨʳʡ ʜʣʠʪʩʷ ʜʝʚʷʥʦʩʪʦ ʣʝʪ, ʠ ʥʠ ʦʜʠʥ ʯʝʣʦʚʝʢ ʥʝ ʩʤʦʞʝʪ ʧʨʦʡʪʠ ʪʝʩʪ 

ʊʴʶʨʠʥʛʘ ʜʣʠʥʦʡ ʚ ʧʷʪʴʩʦʪ ʣʝʪ (Block, 1981, p. 34).  

ɼʣʠʥʘ ʤʘʰʠʥʳ ʊʴʶʨʠʥʛʘ ʥʝ ʷʚʣʷʝʪʩʷ ʥʝʦʙʭʦʜʠʤʳʤ ʫʩʣʦʚʠʝʤ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʩʪʠ. ʃʫʯʰʝ ʩʨʘʚʥʠʪʴ ʤʘʰʠʥʫ ɹʣʦʢʘ ʩ ʧʝʯʘʣʴʥʦ ʠʟʚʝʩʪʥʳʤʠ 

ñʤʘʰʠʥʘʤʠò ʧʨʦʰʣʳʭ ʩʪʦʣʝʪʠʡ, ʚ ʢʦʪʦʨʳʭ ʥʝʟʘʤʝʪʥʦ ʧʨʷʪʘʣʩʷ ʯʝʣʦʚʝʢ, ʩʣʫʰʘʣ 

ʚʦʧʨʦʩʳ ʠ ʦʪʚʝʯʘʣ ʥʘ ʥʠʭ ʧʦʩʨʝʜʩʪʚʦʤ ʤʝʭʘʥʠʟʤʦʚ. ʂʘʟʘʣʦʩʴ, ʯʪʦ ʦʪʚʝʯʘʝʪ 

ʤʘʰʠʥʘ, ʥʦ ʥʘ ʩʘʤʦʤ ʜʝʣʝ ʦʪʚʝʯʘʣ ʯʝʣʦʚʝʢ. GPTA ʚʧʦʣʥʝ ʩʧʦʩʦʙʥʘ ʠʛʨʘʪʴ ʨʦʣʴ 

ʪʘʢʦʡ ñʤʘʰʠʥʳò. ʆʥʘ ʭʨʘʥʠʪ ñʟʥʘʥʠʷò ʣʶʜʝʡ, ʥʠʯʝʛʦ ʥʝ ʜʦʙʘʚʣʷʷ ʦʪ ʩʝʙʷ.  

12. GPTA ʠ ʨʦʙʦʪʦʪʝʭʥʠʢʘ. GPTA ï ʨʦʙʦʪ ʤʦʞʝʪ ʚʝʩʪʠ ʩʝʙʷ ʪʘʢ, ʢʘʢ ʚʝʜʝʪ 

ʩʝʙʷ ʯʝʣʦʚʝʢ, ʥʘʙʠʚʘʷ ʪʝʢʩʪ ʥʘ ʢʣʘʚʠʘʪʫʨʝ, ʢʦʛʜʘ ʬʠʣʦʩʦʬʩʪʚʫʝʪ.  

GPTA ʥʝ ʦʧʨʦʚʝʨʛʘʝʪ ʠʥʳʝ ʪʦʯʢʠ ʟʨʝʥʠʷ ʥʘ ʠʩʢʫʩʩʪʚʝʥʥʳʡ ʠʥʪʝʣʣʝʢʪ, ʚ 

ʯʘʩʪʥʦʩʪʠ, ʥʘ ʨʦʙʦʪʦʪʝʭʥʠʢʫ. ʇʨʦʩʪʦ ʫʪʚʝʨʞʜʘʝʪʩʷ, ʯʪʦ GPTA ʥʝ ʷʚʣʷʝʪʩʷ 

ʠʥʪʝʣʣʝʢʪʫʘʣʴʥʦʡ ʤʘʰʠʥʦʡ. ʇʦʜʦʙʥʘʷ ʨʦʙʦʪʦʪʝʭʥʠʯʝʩʢʘʷ ʩʠʪʫʘʮʠʷ 

ʥʦʤʦʣʦʛʠʯʝʩʢʠ ʚʦʟʤʦʞʥʘ, ʪ.ʝ. ʥʝ ʧʨʦʪʠʚʦʨʝʯʠʪ ʥʘʫʢʝ, ʢʦʛʜʘ ʤʘʰʠʥʘ ɹʣʦʢʘ, ʧʦʤʠʤʦ 

ʜʠʘʣʦʛʘ, ʚʳʯʠʩʣʷʝʪ ʪʨʘʝʢʪʦʨʠʠ ʵʣʝʤʝʥʪʘʨʥʳʭ ʯʘʩʪʠʮ ʧʨʠ ʥʘʞʘʪʠʠ ʥʘ ʢʣʘʚʠʘʪʫʨʫ 

ʤʘʥʠʧʫʣʷʪʦʨʘʤʠ ʨʦʙʦʪʘ. ʆʜʥʘʢʦ ʥʘ ʩʘʤʦʤ ʜʝʣʝ ʵʪʦʪ GPTA ʥʝ ʬʠʣʦʩʦʬʩʪʚʫʝʪ. ʊʦ, 

ʯʪʦ ʦʥ ʜʝʣʘʝʪ, ï ʵʪʦ ʚʳʯʠʩʣʷʝʪ ʪʨʘʝʢʪʦʨʠʠ ʵʣʝʤʝʥʪʘʨʥʳʭ ʯʘʩʪʠʮ, ʯʪʦʙʳ ʧʦʜʨʘʞʘʪʴ 

ʯʝʣʦʚʝʢʫ, ʟʘʥʠʤʘʶʱʝʤʫʩʷ ʬʠʣʦʩʦʬʠʝʡ. ʄʘʥʠʧʫʣʷʮʠʷ ʨʦʙʦʪʦʤ ʜʝʩʢʨʠʧʮʠʷʤʠ 

ʯʝʣʦʚʝʯʝʩʢʠʭ ʨʘʟʤʳʰʣʝʥʠʡ ʩʘʤʦ ʧʦ ʩʝʙʝ ʥʝ ʷʚʣʷʝʪʩʷ ʨʘʟʤʳʰʣʝʥʠʝʤ. ʅʠ ʚ 
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ʢʣʘʩʩʠʯʝʩʢʦʤ, ʥʠ ʚ ʦʙʱʝʤ, ʥʠ ʚ ʩʠʣʴʥʦʤ, ʥʠ ʚ ʛʣʦʙʘʣʴʥʦʤ, ʥʠ ʝʱʝ ʢʘʢʦʤ-ʪʦ ʠʥʦʤ 

ʩʤʳʩʣʝ ʪʨʘʢʪʦʚʢʠ ʧʦʥʷʪʠʷ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. 

ʊʘʢʠʤ ʦʙʨʘʟʦʤ, ʣʠʥʛʚʦ-ʙʠʭʝʡʚʠʦʨʠʩʪʩʢʘʷ ʩʧʦʩʦʙʥʦʩʪʴ ʠʩʢʫʩʩʪʚʝʥʥʦʡ 

ʩʠʩʪʝʤʳ ʧʨʦʜʫʮʠʨʦʚʘʪʴ ñʦʩʤʳʩʣʝʥʥʳʝò ʦʪʚʝʪʳ ʥʝ ʷʚʣʷʝʪʩʷ ʣʦʛʠʯʝʩʢʠ 

ʥʝʦʙʭʦʜʠʤʦʡ ʜʣʷ ʧʨʠʧʠʩʳʚʘʥʠʷ ʠʥʪʝʣʣʝʢʪʘ GPTA-ʩʠʩʪʝʤʝ. ɺ GPTɸ ʥʝʪ ʥʠ ʫʤʘ, ʥʠ 

ʛʣʫʧʦʩʪʠ. ʆʥʘ ʚʢʣʶʯʘʝʪ ʩʦʚʦʢʫʧʥʦʩʪʴ ʧʦʜʩʪʨʦʢ, ʢʘʞʜʘʷ ʠʟ ʢʦʪʦʨʳʭ ʙʝʩʩʤʳʩʣʝʥʥʘ. 

ɿʘ ʠʩʢʣʶʯʝʥʠʝʤ ʦʜʥʦʛʦ ʩʤʳʩʣʘ ï ʢʦʛʜʘ-ʪʦ ʢʝʤ-ʪʦ ʵʪʦʪ ʢʫʩʦʢ ʙʳʣ ʦʩʤʳʩʣʝʥ ʢʘʢ 

ʯʘʩʪʴ ʥʝʢʦʪʦʨʦʡ ʮʝʣʦʩʪʥʦʡ ʦʩʤʳʩʣʝʥʥʦʡ ʢʦʥʩʪʨʫʢʮʠʠ. ʇʦʨʷʜʦʢ ʵʪʦʡ ʩʦʚʦʢʫʧʥʦʩʪʠ 

ʥʝ ʠʤʝʝʪ ʩʤʳʩʣʘ. ɿʘ ʠʩʢʣʶʯʝʥʠʝʤ ʦʜʥʦʛʦ ʩʤʳʩʣʘ: ʢʦʛʜʘ-ʪʦ ʢʝʤ-ʪʦ ʵʪʦʪ ʢʫʩʦʢ ʪʝʢʩʪʘ 

ʙʳʣ ʦʩʤʳʩʣʝʥ ʧʦʨʷʜʢʦʤ ʩʣʝʜʦʚʘʥʠʷ ʬʨʘʛʤʝʥʪʦʚ ʪʝʢʩʪʘ. ɺ ʦʪʚʝʪʝ ʢʘʢ ʚ 

ʩʪʘʪʠʩʪʠʯʝʩʢʠ ʦʙʫʩʣʦʚʣʝʥʥʦʤ ʨʝʟʫʣʴʪʘʪʝ ʛʝʥʝʨʘʮʠʠ ʥʝʪ ʥʠʢʘʢʦʛʦ ʩʤʳʩʣʘ. 

ʆʩʤʳʩʣʝʥʥʦʩʪʴ GPTA ʧʨʠʧʠʩʳʚʘʝʪʩʷ ʠʩʢʣʶʯʠʪʝʣʴʥʦ ʚʦʦʙʨʘʞʝʥʠʝʤ ʥʘʙʣʶʜʘʪʝʣʷ.  

ñʄʳʰʣʝʥʠʝò ʤʘʰʠʥʳò ï ʩʫʪʴ ʤʳʰʣʝʥʠʝ ʵʢʩʧʝʨʪʦʚ (ʧʨʦʛʨʘʤʤʠʩʪʦʚ, ʚ 

ʧʝʨʚʫʶ ʦʯʝʨʝʜʴ). GPTA ʥʠ ʘʢʪʫʘʣʴʥʦ, ʥʠ ʜʠʩʧʦʟʠʮʠʦʥʘʣʴʥʦ ʤʳʩʣʠʪʴ ʥʝ ʤʦʞʝʪ. 

ɼʠʩʧʦʟʠʮʠʦʥʘʣʴʥʦ ʤʳʩʣʠʪ ʨʘʟʨʘʙʦʪʯʠʢ ʠʥʬʦʨʤʘʮʠʦʥʥʳʭ ʩʨʝʜʩʪʚ GPTA. 

ɸʢʪʫʘʣʴʥʦ ʤʳʩʣʠʪ ʧʦʣʴʟʦʚʘʪʝʣʴ GPTA, ʧʨʠʧʠʩʳʚʘʶʱʠʡ ʩʤʳʩʣ ʧʨʦʜʫʢʪʘʤ ʀʊ. 

ʉ ʥʘʰʝʡ ʩʪʦʨʦʥʳ ʜʦʙʘʚʠʤ ʝʱʝ ʦʜʠʥ ʘʨʛʫʤʝʥʪ, ʢʦʪʦʨʳʡ ʥʘʟʦʚʝʤ ʘʨʛʫʤʝʥʪ 

ʧʨʝʜʠʢʘʪ ʧʨʝʜʠʢʘʪʘ. ʆʥ ʦʙʫʩʣʦʚʣʝʥ ʧʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʩʪʩʢʠʤ ʥʴʶʘʥʩʦʤ 

ʩʪʨʦʝʥʠʷ ʤʘʰʠʥʳ ɹʣʦʢʘ. ɺ ʘʨʛʫʤʝʥʪʝ ʏʠʟʭʦʣʤʘ-ɻʠʯʘ (Block, 1981, pp. 11-12) 

ʜʝʤʦʥʩʪʨʠʨʫʝʪʩʷ ʠʜʝʷ ʩʠʩʪʝʤʥʦʡ ʦʙʫʩʣʦʚʣʝʥʥʦʩʪʠ ʧʩʠʭʦʣʦʛʠʯʝʩʢʠʭ ʬʝʥʦʤʝʥʦʚ ʠ 

ʥʝʚʦʟʤʦʞʥʦʩʪʠ ʮʝʣʦʯʠʩʣʝʥʥʦʛʦ ʢʦʜʠʨʦʚʘʥʠʷ ʜʠʩʧʦʟʠʮʠʡ ñʚʭʦʜ ï ʚʳʭʦʜò ʠʟ-ʟʘ 

ʪʦʛʦ, ʯʪʦ ʧʨʝʜʩʪʘʚʣʝʥʠʝ ʥʝʢʦʪʦʨʦʛʦ ʬʝʥʦʤʝʥʘ ʜʠʥʘʤʠʯʝʩʢʠ ʨʘʩʰʠʨʷʝʪ ʩʦʩʪʘʚ 

ʩʚʷʟʘʥʥʳʭ ʩ ʥʠʤ ʬʝʥʦʤʝʥʦʚ. ʇʦʵʪʦʤʫ ʪʨʝʙʦʚʘʥʠʝ ʧʦʩʪʨʦʝʥʠʷ ʜʠʥʘʤʠʯʝʩʢʦʡ 

ʩʠʩʪʝʤʳ ʢʣʘʩʩʠʬʠʢʘʮʠʠ ʠ ʢʦʜʠʨʦʚʘʥʠʷ ʧʩʠʭʠʯʝʩʢʠʭ ʬʝʥʦʤʝʥʦʚ ʚʨʷʜ ʣʠ ʩʝʛʦʜʥʷ 

ʤʦʞʥʦ ʧʨʷʤʦʣʠʥʝʡʥʦ ʨʝʘʣʠʟʦʚʘʪʴ, ʥʫʞʝʥ ʷʟʳʢ ʚʪʦʨʦʛʦ ʧʦʨʷʜʢʘ, ʦʧʨʝʜʝʣʝʥʥʳʡ ʢʘʢ 

ñʧʨʝʜʠʢʘʪ ʧʨʝʜʠʢʘʪʘò. ʆʜʥʘʢʦ ʚʪʦʨʦʧʦʨʷʜʢʦʚʦʝ ʧʦʥʠʤʘʥʠʝ ʣʦʛʠʯʝʩʢʦʛʦ ʷʟʳʢʘ 

ʠʜʝʪ ʚʨʦʟʴ ʩ ʪʝʦʨʠʝʡ ʠ ʧʨʘʢʪʠʢʦʡ ʩʦʚʨʝʤʝʥʥʦʡ ʚʳʯʠʩʣʠʪʝʣʴʥʦʡ ʤʘʪʝʤʘʪʠʢʠ ʠ 

ʠʥʬʦʨʤʘʪʠʢʠ.    

ʇʝʨʩʦʥʦʬʫʥʢʮʠʦʥʘʣʠʟʤ ʥʘ ʧʦʨʷʜʦʢ ʩʣʦʞʥʝʝ ʧʩʠʭʦʬʫʥʢʮʠʦʥʘʣʠʟʤʘ, ʝʩʣʠ 

ʧʨʦʜʦʣʞʠʪʴ ʙʣʦʢʦʚʩʢʦʝ ʨʘʟʚʠʪʠʝ ʬʦʨʤʫʣʠʨʦʚʦʢ ñʬʫʥʢʮʠʦʥʘʣʠʟʤʘò.  ɼʝʣʦ ʚ ʪʦʤ, 

ʯʪʦ ñʙʦʣʴò ï ʵʪʦ ʚʝʩʴʤʘ ʦʪʯʝʪʣʠʚʳʡ ʬʝʥʦʤʝʥ ʩʦʟʥʘʥʠʷ. ɽʛʦ ʚ ʩʘʤʦʤ ʜʝʣʝ ʤʦʞʥʦ 

ʦʙʦʟʥʘʯʠʪʴ, ʬʦʨʤʘʣʠʟʦʚʘʪʴ, ʫʢʘʟʘʪʴ ʜʠʩʧʦʟʠʮʠʠ, ʚʳʜʝʣʠʪʴ ʪʠʧʦʚʳʝ ʠ 

ʠʥʜʠʚʠʜʫʘʣʴʥʳʝ ʢʦʨʨʝʣʷʪʳ ʤʦʟʛʦʚʦʡ ʘʢʪʠʚʥʦʩʪʠ. ɸ ʢʘʢ ʙʳʪʴ ʩ ʦʥʪʦʣʦʛʠʯʝʩʢʠʤʠ 

ʧʘʨʘʤʝʪʨʘʤʠ ʣʠʯʥʦʩʪʠ ï ñʩʤʳʩʣʦʤò, ñʩʘʤʦʩʪʴʶò, ñʮʝʥʥʦʩʪʴʶò, ñʪʚʦʨʯʝʩʪʚʦʤò ʠ 

ʧʨ.? ʇʦ ʚʩʝʡ ʚʠʜʠʤʦʩʪʠ, ʧʨʝʪʝʥʟʠʠ GPTA ʥʘ ʧʝʨʩʦʥʦʬʫʥʢʮʠʦʥʘʣʠʟʤ, ʪ.ʝ. ʥʘ ʟʘʤʝʥʫ 

ʮʠʬʨʦʚʳʤʠ ʧʦʤʦʱʥʠʢʘʤʠ ʝʩʪʝʩʪʚʝʥʥʳʭ ʣʠʯʥʦʩʪʝʡ, ʩʪʘʥʫʪ ʧʨʘʚʜʦʧʦʜʦʙʥʳʤʠ 

ʪʦʛʜʘ, ʢʦʛʜʘ GPTA ʚʦʧʣʦʪʠʪ ʧʨʦʝʢʪ ʚʢʣʶʯʝʥʠʷ ʤʝʥʪʘʣʴʥʦʛʦ ʚ ʤʘʰʠʥʥʦ-

ʬʫʥʢʮʠʦʥʘʣʴʥʦʝ, ʯʪʦʙʳ ʣʠʯʥʦʩʪʠ, ʠ ʝʩʪʝʩʪʚʝʥʥʳʝ, ʠ ʠʩʢʫʩʩʪʚʝʥʥʳʝ, ʦʙʞʠʚʘʣʠ 

ñʤʝʥʪʘʣʴʥʫʶ ʪʨʝʪʴʶ ʠʤʧʝʨʠʶò ɻ. ʌʨʝʛʝ (ʌʨʝʛʝ, 2000, ʩ. 471) ʠʣʠ, ʩʢʘʞʝʤ, ñʪʨʝʪʠʡ 

ʤʠʨò ʂ. ʇʦʧʧʝʨʘ, ʚʤʝʩʪʝ ʩʦ ʦʩʤʳʩʣʝʥʥʳʤʠ ʚʳʩʢʘʟʳʚʘʥʠʷʤʠ, ʠʩʪʠʥʥʳʤʠ 

ʪʝʦʨʝʤʘʤʠ, ʦʧʪʠʤʘʣʴʥʳʤʠ ʘʣʛʦʨʠʪʤʘʤʠ. 
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ʊʝʤʘ ʚʳʧʫʩʢʘ ñChatGPT ʠ ʛʦʣʦʩʘ ʨʘʟʫʤʘ, ʦʪʚʝʪʩʪʚʝʥʥʦʩʪʠ ʠ ʨʝʛʫʣʠʨʦʚʘʥʠʷò 
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ʄʝʪʦʜʦʣʦʛʠʯʝʩʢʠʝ ʠʩʩʣʝʜʦʚʘʥʠʷ GPT-ʘʩʩʠʩʪʝʥʪʦʚ, ʪ.ʝ. ʧʨʠʥʮʠʧʳ 

ʧʦʩʪʨʦʝʥʠʷ ʠ ʠʩʧʦʣʴʟʦʚʘʥʠʷ ʩʠʩʪʝʤ ʪ.ʥ. ñʛʝʥʝʨʘʪʠʚʥʦʛʦ ʀʀò, ʩʣʝʜʫʝʪ ʠʟʫʯʘʪʴ ʥʘ 

ʦʩʥʦʚʝ ʪʝʩʪʘ ɹʣʦʢʘ ʢʘʢ ʪʴʶʨʠʥʛʦʚʦʛʦ ʪʝʩʪʘ, ʨʝʘʣʠʟʫʝʤʦʛʦ ʚ ʫʩʣʦʚʠʷʭ ʛʣʦʙʘʣʴʥʳʭ 

ʠʥʬʦʨʤʘʮʠʦʥʥʳʭ ʨʝʩʫʨʩʦʚ ʀʥʪʝʨʥʝʪʘ ʧʦʩʨʝʜʩʪʚʦʤ ʥʝʡʨʦʢʦʤʧʴʶʪʝʨʥʦʡ 

ʛʝʥʝʨʘʮʠʠ ʦʩʤʳʩʣʝʥʥʳʭ ʧʦʜʩʪʨʦʢ ʢʘʢ ʬʨʘʛʤʝʥʪʦʚ ʦʩʤʳʩʣʝʥʥʦʛʦ ʪʝʢʩʪʘ. 

ʆʙʦʙʱʝʥʥʳʝ ʬʫʥʢʮʠʠ ʤʘʰʠʥʳ ɹʣʦʢʘ ʠʥʚʘʨʠʘʥʪʳ ʦʙʱʠʤ ʧʨʠʥʮʠʧʘʤ ʨʘʙʦʪʳ 

ʛʝʥʝʨʘʪʠʚʥʦʛʦ ʀʀ. ɸʨʭʠʪʝʢʪʫʨʘ ʠ ʧʨʠʥʮʠʧʳ ʨʘʙʦʪʳ ʤʘʰʠʥʳ ɹʣʦʢʘ ʫʙʝʞʜʘʶʪ ʚ 

ʪʦʤ, ʯʪʦ ʦʥʘ ʥʠʢʦʠʤ ʦʙʨʘʟʦʤ ʥʝ ʦʙʲʷʩʥʷʝʪ ʧʨʠʥʮʠʧʳ ʬʫʥʢʮʠʦʥʠʨʦʚʘʥʠʷ 

ʝʩʪʝʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. ʇʦʵʪʦʤʫ ʩʠʩʪʝʤʳ ʛʝʥʝʨʘʪʠʚʥʦʛʦ ʀʀ ʥʝ ʩʧʦʩʦʙʥʳ 

ʧʨʝʪʝʥʜʦʚʘʪʴ ʥʘ ʨʦʣʴ ʩʠʩʪʝʤʳ ñʩʠʣʴʥʦʛʦ ʀʀò.  

ɹʦʣʝʝ ʪʦʛʦ, ʧʦʥʷʪʠʝ ñʛʝʥʝʨʘʪʠʚʥʦʛʦ ʀʀò ʥʝʚʦʟʤʦʞʥʦ ʧʦʜʚʝʩʪʠ ʧʦʜ ʧʦʥʷʪʠʝ 

ñʩʠʩʪʝʤʘ ʠʩʢʫʩʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘò, ʧʦʪʦʤʫ ʯʪʦ ʧʨʠʥʮʠʧʠʘʣʴʥʦ ʵʣʠʤʠʥʠʨʫʝʪ ʠʟ 

ʩʠʩʪʝʤʳ ʫʧʨʘʚʣʝʥʠʷ ʩʧʦʩʦʙʘʤʠ ʧʨʝʜʩʪʘʚʣʝʥʠʷ ʟʥʘʥʠʡ ʵʚʨʠʩʪʠʢʠ ʢʘʢ ʧʨʘʚʠʣʘ 

ʬʦʨʤʠʨʦʚʘʥʠʷ ʩʧʦʩʦʙʦʚ ʬʫʥʢʮʠʦʥʠʨʦʚʘʥʠʷ ʢʦʤʧʴʶʪʝʨʥʦʡ ʩʠʩʪʝʤʳ ʀʀ. ʇʦʥʷʪʠʝ 

ñʛʝʥʝʨʘʪʠʚʥʳʡ ʀʀò, ʩʬʦʨʤʫʣʠʨʦʚʘʥʥʳʡ ʥʘ ʦʩʥʦʚʝ GPT-ʩʠʩʪʝʤ ʧʨʝʜʩʪʘʚʣʷʝʪʩʷ 

ʧʦʩʧʝʰʥʳʤ ʠ ʥʝʣʝʛʠʪʠʤʥʳʤ. ɺʚʝʜʝʥʠʝ ʵʪʦʛʦ ʪʝʨʤʠʥʘ ʥʘ ʫʨʦʚʥʝ ʛʦʩʫʜʘʨʩʪʚʝʥʥʳʭ 

ʩʪʘʥʜʘʨʪʦʚ ʥʝ ʧʨʦʰʣʦ ʧʨʝʜʚʘʨʠʪʝʣʴʥʳʭ ʩʝʨʴʝʟʥʳʭ ʠʩʩʣʝʜʦʚʘʥʠʡ ʠ ʥʘʫʯʥʳʭ 

ʜʠʩʢʫʩʩʠʡ. 

ʇʨʦʠʟʚʝʜʝʥʠʷ GPT-ʘʩʩʠʩʪʝʥʪʦʚ ʥʝʢʨʠʪʠʯʝʩʢʠ ʠʥʪʝʨʧʨʝʪʠʨʫʶʪʩʷ ʢʘʢ ʚʳʩʦʢʦ 

ʦʩʤʳʩʣʝʥʥʳʝ, ʨʘʟʫʤʥʳʝ, ʢʨʝʘʪʠʚʥʳʝ. ʇʨʠ ʵʪʦʤ ʥʝʷʩʥʳʤ ʦʩʪʘʝʪʩʷ ʶʨʠʜʠʯʝʩʢʘʷ 

ʧʨʘʚʦʤʝʨʥʦʩʪʴ ʢʦʤʤʝʨʯʝʩʢʦʛʦ ʧʨʠʩʚʘʠʚʘʥʠʷ ʬʠʨʤʘʤʠ-ʨʘʟʨʘʙʦʪʯʠʢʘʤʠ 

ʛʝʥʝʨʘʪʠʚʥʳʭ ʩʠʩʪʝʤ ʟʥʘʥʠʡ ʨʘʟʣʠʯʥʳʭ ʬʦʨʤ ʯʝʣʦʚʝʯʝʩʢʦʡ ʢʫʣʴʪʫʨʳ, ʧʝʨʝʨʘʙʦʪʢʘ 

ʠʭ ʚ ʦʙʝʟʣʠʯʝʥʥʦʤ ʬʦʨʤʘʪʝ ʩ ʧʦʪʝʨʝʡ ʠ ʪʨʘʥʩʬʦʨʤʘʮʠʝʡ ʩʤʳʩʣʦʚ.     

ʀʥʪʝʨʝʩʥʦ ʙʳʣʦ ʙʳ ʠʟʫʯʠʪʴ ʧʨʠʯʠʥʳ, ʧʦʯʝʤʫ ʥʝʣʝʛʠʪʠʤʥʳʝ ʩʠʩʪʝʤʳ ʀʀ 

ʥʝʦʞʠʜʘʥʥʦ ʧʦʣʫʯʠʣʠ ʩʪʘʪʫʩ ʣʝʛʘʣʴʥʳʭ ʩʠʩʪʝʤ ʀʀ (ʇʝʨʝʯʝʥʴ ʧʦʨʫʯʝʥʠʡ 

ʇʨʝʟʠʜʝʥʪʘ ʈʌ, 2023). ʆʪ ʪʝʭ, ʢʪʦ ʢʨʠʪʠʯʝʩʢʠ ʦʮʝʥʠʚʘʝʪ ʩʪʨʘʪʝʛʠʠ ʨʘʟʚʠʪʠʷ ʀʀ ʠ 

ʧʝʨʩʧʝʢʪʠʚʳ ʵʣʝʢʪʨʦʥʥʦʡ ʢʫʣʴʪʫʨʳ ʤʥʦʛʦʝ ʟʘʚʠʩʠʪ, ʯʪʦʙʳ ñʛʝʥʝʨʘʪʠʚʥʳʡ 

ʠʩʢʫʩʩʪʚʝʥʥʳʡ ʠʥʪʝʣʣʝʢʪò ʥʝ ʧʦʩʣʫʞʠʣ ʧʨʠʯʠʥʦʡ ʛʣʦʙʘʣʴʥʦʛʦ ʜʝʛʝʥʝʨʘʪʠʚʥʦʛʦ 

ʝʩʪʝʩʪʚʝʥʥʦʛʦ ʠʥʪʝʣʣʝʢʪʘ. 
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Abstract 
Andr® Leroi-Gourhan (1911-1986) was a French ethnologist, prehistorian and paleo-anthropologist who is 

today appreciated for his influence on the philosophy of technology. His first publications on L'Homme et 

la mati¯re and Milieu et techniques (1943, 1945) secured his reputation as a specialist in the study of 

material civilizations and in comparative technology. This perspective was enriched by evolutionary and 

anthropological considerations in his best known work, Le geste et la parole (1964, 1965). This book has 

appeared in English as Gesture and Speech in 1993, but not all of his relevant publications have been 

translated, and several aspects of his technological approach remain little known. The translation here of 

his March 1952 lecture at the Maison des Sciences in Paris, as part of a lecture series on ñThe structures of 

the universe and their scientific perception,ò is an opportunity to highlight the interest and relevance of 

Leroi-Gourhan for contemporary reflections about technology. For example, a jointly haptic and cognitive 

ñmaterial engagementò is for Leroi-Gourhan characteristic of specifically human manufacture, of 

ñmaterially creative activitiesò as undertaken by artisans of all times. We can recognize here Leroi-

Gourhan's adhesion to Henri Bergson's philosophical tenet regarding the epistemological primacy of action 

over contemplation, and consequently the active, dynamic, vital origins of knowledge. 
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ɸʥʥʦʪʘʮʠʷ 
ɸʥʜʨʝ ʃʝʨʫʘ-ɻʫʨʘʥ (1911-1986) - ʬʨʘʥʮʫʟʩʢʠʡ ʵʪʥʦʣʦʛ, ʩʧʝʮʠʘʣʠʩʪ ʧʦ ʠʩʪʦʨʠʠ ʜʦʠʩʪʦʨʠʯʝʩʢʠʭ 

ʚʨʝʤʝʥ ʠ ʧʘʣʝʦʘʥʪʨʦʧʦʣʦʛ, ʢʦʪʦʨʦʛʦ ʩʝʛʦʜʥʷ ʮʝʥʷʪ ʟʘ ʝʛʦ ʚʣʠʷʥʠʝ ʥʘ ʬʠʣʦʩʦʬʠʶ ʪʝʭʥʦʣʦʛʠʠ. ɽʛʦ 

ʧʝʨʚʳʝ ʧʫʙʣʠʢʘʮʠʠ ʦ ñL'Homme et la mati¯reò ʠ ñMilieu et techniquesò (1943, 1945) ʟʘʢʨʝʧʠʣʠ ʟʘ ʥʠʤ 

ʨʝʧʫʪʘʮʠʶ ʩʧʝʮʠʘʣʠʩʪʘ ʧʦ ʠʟʫʯʝʥʠʶ ʤʘʪʝʨʠʘʣʴʥʳʭ ʮʠʚʠʣʠʟʘʮʠʡ ʠ ʩʨʘʚʥʠʪʝʣʴʥʦʤʫ ʘʥʘʣʠʟʫ 

ʪʝʭʥʦʣʦʛʠʡ. ʕʪʘ ʪʦʯʢʘ ʟʨʝʥʠʷ ʙʳʣʘ ʦʙʦʛʘʱʝʥʘ ʵʚʦʣʶʮʠʦʥʥʳʤʠ ʠ ʘʥʪʨʦʧʦʣʦʛʠʯʝʩʢʠʤʠ 

ʩʦʦʙʨʘʞʝʥʠʷʤʠ ʚ ʝʛʦ ʥʘʠʙʦʣʝʝ ʠʟʚʝʩʪʥʦʡ ʨʘʙʦʪʝ ñLe geste et la paroleò (1964, 1965). ʕʪʘ ʢʥʠʛʘ ʚʳʰʣʘ 

ʥʘ ʘʥʛʣʠʡʩʢʦʤ ʷʟʳʢʝ ʧʦʜ ʥʘʟʚʘʥʠʝʤ ñGesture and Speechò ʚ 1993 ʛʦʜʫ, ʥʦ ʥʝ ʚʩʝ ʝʛʦ 

ʩʦʦʪʚʝʪʩʪʚʫʶʱʠʝ ʧʫʙʣʠʢʘʮʠʠ ʙʳʣʠ ʧʝʨʝʚʝʜʝʥʳ, ʠ ʥʝʢʦʪʦʨʳʝ ʘʩʧʝʢʪʳ ʝʛʦ ʪʝʭʥʦʣʦʛʠʯʝʩʢʦʛʦ 

ʧʦʜʭʦʜʘ ʦʩʪʘʶʪʩʷ ʤʘʣʦʠʟʚʝʩʪʥʳʤʠ. ʇʫʙʣʠʢʫʝʤʳʡ ʟʜʝʩʴ ʧʝʨʝʚʦʜ ʝʛʦ ʣʝʢʮʠʠ, ʧʨʦʯʠʪʘʥʥʦʡ ʚ ʤʘʨʪʝ 

1952 ʛʦʜʘ ʚ ɼʦʤʝ ʥʘʫʢ ʚ ʇʘʨʠʞʝ ʚ ʨʘʤʢʘʭ ʮʠʢʣʘ ʣʝʢʮʠʡ ʥʘ ʪʝʤʫ ñʉʪʨʫʢʪʫʨʳ ɺʩʝʣʝʥʥʦʡ ʠ ʠʭ ʥʘʫʯʥʦʝ 

ʚʦʩʧʨʠʷʪʠʝò, ʷʚʣʷʝʪʩʷ ʚʦʟʤʦʞʥʦʩʪʴʶ ʧʦʜʯʝʨʢʥʫʪʴ ʠʥʪʝʨʝʩ ʠ ʘʢʪʫʘʣʴʥʦʩʪʴ ʃʝʨʫʘ-ɻʫʨʘʥʘ ʜʣʷ 

ʩʦʚʨʝʤʝʥʥʳʭ ʨʘʟʤʳʰʣʝʥʠʡ ʦ ʪʝʭʥʦʣʦʛʠʷʭ. ʅʘʧʨʠʤʝʨ, ʩʦʚʤʝʩʪʥʘʷ ʪʘʢʪʠʣʴʥʘʷ ʠ ʢʦʛʥʠʪʠʚʥʘʷ 

ñʤʘʪʝʨʠʘʣʴʥʘʷ ʚʦʚʣʝʯʝʥʥʦʩʪʴò, ʧʦ ʤʥʝʥʠʶ ʃʝʨʫʘ-ɻʫʨʘʥʘ, ʭʘʨʘʢʪʝʨʥʘ ʜʣʷ ʩʧʝʮʠʬʠʯʝʩʢʦʛʦ 

ʯʝʣʦʚʝʯʝʩʢʦʛʦ ʧʨʦʠʟʚʦʜʩʪʚʘ, ʜʣʷ ñʤʘʪʝʨʠʘʣʴʥʦ-ʪʚʦʨʯʝʩʢʦʡ ʜʝʷʪʝʣʴʥʦʩʪʠò, ʢʦʪʦʨʦʡ ʟʘʥʠʤʘʣʠʩʴ 

ʨʝʤʝʩʣʝʥʥʠʢʠ ʚʩʝʭ ʚʨʝʤʝʥ. ɿʜʝʩʴ ʤʳ ʤʦʞʝʤ ʦʪʤʝʪʠʪʴ ʧʨʠʚʝʨʞʝʥʥʦʩʪʴ ʃʝʨʫʘ-ɻʫʨʘʥʘ 

ʬʠʣʦʩʦʬʩʢʦʤʫ ʧʨʠʥʮʠʧʫ ɸʥʨʠ ɹʝʨʛʩʦʥʘ, ʢʘʩʘʶʱʝʤʫʩʷ ʵʧʠʩʪʝʤʦʣʦʛʠʯʝʩʢʦʛʦ ʧʨʠʤʘʪʘ ʜʝʡʩʪʚʠʷ ʥʘʜ 

ʩʦʟʝʨʮʘʥʠʝʤ ʠ, ʩʣʝʜʦʚʘʪʝʣʴʥʦ, ʘʢʪʠʚʥʦʛʦ, ʜʠʥʘʤʠʯʥʦʛʦ, ʞʠʟʥʝʥʥʦ ʚʘʞʥʦʛʦ ʧʨʦʠʩʭʦʞʜʝʥʠʷ ʟʥʘʥʠʷ. 
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INTRODUCTION  

Nathan Schlanger 

The early 1950s represented something of a watershed for Andr® Leroi-Gourhan 

(1911-1986). A lecturer in ñColonial ethnologyò at the University of Lyon since 1944, he 

was beginning to reorient his research interests towards prehistoric archaeology, 

including prospections and excavations in nearby caves. At the same time, he was clearly 

keen to explore new research domains and bring together hitherto unrelated perspectives 

and fields of knowledge. To his previous concerns with the characterization of ñmaterial 

civilizations,ò as inherited from the 1930's mus®e de l'Homme of Paul Rivet and Marcel 

Mauss, he now added an interest in the all-encompassing notion of technical behavior 

[comportement technique]. Setting aside ethnology ï travel in space ï, he was reaching 

towards prehistoric archaeology ï travel in time ï as well as technology,1 comparative 

psychology and, admittedly in a more allusive way, cybernetics too. Thus, alongside 

modern and ancient humans, the horizons of his empirical research and philosophical 

reflections expanded to include also animals and machines (see on those issues Schlanger 

2023, chapter 7, and Leroi-Gourhan, 2024).  

On the strength of his manifest pluridisciplinarity, Leroi-Gourhan was invited in 

March 1952 to contribute to a lecture series at the Sorbonne on the broad theme of ñThe 

structures of the universe and their scientific perception.ò Like other conferences in this 

cycle, his lecture was subsequently published in Structure et £volution des Techniques 

(SET), a journal which notably served as the semi-official organ of the Cercle d'®tudes 

cybern®tiques ï itself launched soon after the publication in 1948, simultaneously in 

France and the USA, of Norbert Wiener's Cybernetics or Control and Communication in 

the Animal and the Machine (Wiener, 1948) As intended by its editor, the philosopher of 

technology Pierre Ducass®, the journal aimed to provide an interdisciplinary venue for 

debating techniques, their forms and developments. Thus, issue 31-32 of the SET 

included contributions by historical epistemologist Gaston Bachelard and by Jacques 

Lafitte, author of the 1932 R®flexions sur la science des machines (Lafitte, 1932); issue 

35-36, dedicated to ñLa cybernetiqueò, featured papers by mathematician Louis 

Couffignal, neurophysiologist Alfred Fessard, and Nobel prize winner physicist Louis de 

Broglie. Issue 33-34, the first of a ñdocumentary publicationsò series, was dedicated to 

Leroi-Gourhan's article here translated.  

Addressing the eminent scientists in the audience, Leroi-Gourhan provided a long-

term perspective (what would be called much later a ñdeep historyò) on the origins and 

development of scientific thought. The trajectory he outlined in these 10 pages extended 

from primate-like proto-hominids all the way to the rise of agriculture, sedentism and 

 
1 In the French research tradition, from Alfred Victor Espinas and Marcel Mauss to Andr® Leroi-Gourhan 

and Pierre Lemonnier, the term ñtechnologyò essentially designates the logos or study of techniques, just 

like musicology is the study of music. Among other advantages, this specificity serves to distinguish 

between technicians, practitioners and engineers, and students of technology in the social and human 

sciences. As well, this designation helps us avoid commonplace or a priori demarcation between small-

scale or ethnographic ñtechniquesò and modern, science-based and industrial ñtechnologyò (see more in 

Sigaut, 1994, Schlanger, 2023).  
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literate civilizations ï a succinct overview that prefigured the sweeping 

ñanthropogenesisò panorama he went on to elaborate a decade later in his 1964-1965 

masterpiece, Le Geste et la parole (Leroi-Gourhan, 1964; 1965). In this 1953 publication, 

it must be noted, his linear conception of cumulative progress was occasionally simplistic 

and partly outdated, regarding for example the supposed cleanliness of Homo sapiens, the 

role of military hierarchy in later prehistory, or the recourse to unwarranted ethnographic 

analogies. Where Leroi-Gourhan proved to be highly innovative, however, was in his 

understanding of both the processes of prehistoric stone tools manufacture and their wider 

implications. To the latest experimental results secured by prehistorians L®on Coutier and 

Fran­ois Bordes he added insights from comparative psychology, partly inspired by the 

physiologist and behavioral psychologist Henri Pi®ron. This led him to conceive of 

flintknapping as a structured sequence of fairly complex operations involving various 

degrees of foresight, memory and consciousness ï a process he was beginning to call the 

ñcha´ne op®ratoire.ò This 1953 paper represents in any case a pioneering contribution to 

the study of ñthe prehistoric mentalityò ï nowadays known as ñcognitive archaeologyò ï 

whereby, as Leroi-Gourhan put it in a contemporary paper for the Revue de synth¯se 

historique, ñto follow the gestures, flake by flake, is to reconstruct with certainty an 

important part of the mental structure of the makerò (Leroi-Gourhan, 1952, pp. 83-84). 

This approach informed his contribution to the question at stakes, namely the 

origins of scientific thought: can we indeed see in the gestures and tools of the most 

ancient humankind (as evidenced in lithic technology) ña rational perception of causes 

and effects, which represents a fundamental characteristic of scientific researchò? A key 

notion here, on which Leroi-Gourhan repeatedly insisted, was the close and continuous 

ñcontactò between the technical operator and the material in their hands. Specifically to 

stone tool manufacture, this tactile proximity reflected the inherent indetermination 

entailed in flintknapping, since both the variable properties of the raw materials (the flint 

nodules) and the uncertain delivery of the knapping blows make it necessary for the 

technician to constantly monitor and adjust their course of action. For our author, this 

confirmed that from the onset technical operations necessarily entailed technical 

speculations, which in turn heralded speculations tout court. Interestingly, in view of his 

own ideological (Catholic) commitments, Leroi-Gourhan also tied the emergence of 

speculation with that of religion. Far from setting religion and science in dichotomous or 

potentially conflictual relations, he saw in the former the fount of non-utilitarian practices 

and beliefs. Since the Reindeer age of the Upper Palaeolithic, at least, these beliefs found 

their expression in the symbolism of painted and engraved cave art and were thereby 

superadded to the ñstrictly technicalò pursuit of subsistence needs. As Leroi-Gourhan 

further indicated in the text translated here, the ñpriestsò who practiced such religious 

techniques were the first to be so ñliberated, ò thereby effectively leading the way towards 

the full-time specialized votaries of modern science.  

Returning in conclusion to the key notion of material contact, two further 

implications can be suggested. From a phenomenological perspective, this jointly haptic 

and cognitive ñmaterial engagementò is for Leroi-Gourhan characteristic of specifically 

human manufacture, of ñmaterially creative activitiesò as undertaken by artisans of all 

times. In some of his more fundamental anthropological conjectures, notably in Le Geste 
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et la parole, he insisted on the quintessentially human imperative of making and creating 

with our ten fingers ï a constitutive engagement radically distinct from the ultimately 

impoverishing use of a single finger to flick machines and mechanisms into preordained 

motions.2 At another level, we can recognize here Leroi-Gourhan's adhesion to the 

philosophical tenet, advanced notably in Henri Bergson's Lô£volution creatrice, 

regarding the epistemological primacy of action over contemplation, and consequently 

the active, dynamic, vital origins of knowledge (Bergson, 1907). Indeed, to use another 

Bergsonian notion which considerably preoccupied Leroi-Gourhan in these years (though 

not explicitly in the paper here translated), the challenge was to show just how important 

was the continuous and cumulative contribution of homo faber, the fabricator, in the 

emergence of the rational and scientific homo sapiens that we are. 

THE ORIGIN AND DISSEMINATION OF SCIENTIFIC KNOWLEDGE 3 

Andr® Leroi-Gourhan 

This evening, I would like to explore with you the paths taken by humankind from 

its origins to the point at which it entered the period of major scientific speculation, to see 

when the first concerns with rational research emerged in the history of human societies. 

Prehistory and ethnology may be able to answer the questions we must ask at the 

outset, at least partially. We can ask whether technical progress is really linked to 

[scientific] research as we understand it today. We can also ask what can be grasped of 

the first forms of scientific awareness and to what extent humans' first gestures and first 

tools indicate a rational perception of causes and effects, which represents a fundamental 

characteristic of scientific research. We can therefore ask from what exact moment 

researchers can be distinguished from manufacturers [fabricants], and indeed whether 

this distinction should be made at all. This prompts us to untangle the links existing for 

many animals between psychical reactions and technical behavior, between the latter and 

the manufacturing techniques specific to human beings, between manufacturing 

techniques and invention, and between invention and scientific speculation.  

Let us first define the means available to us for carrying out this research.  

Before us we have the whole field of history, but it is actually extremely short, 

covering a bare three or four thousand years, if one includes in it much of proto-history. 

Beyond it lies the field of prehistory, whose extent defies the imagination when compared 

to historical times. Indeed, if we take the timespan between ourselves and the beginnings 

of Egyptian civilisation to be a single unit, it would make up perhaps no more than 

1/100,000th of the time between us and the first manifestations of properly human 

activity.  

 
2 As Leroi-Gourhan put it, for humans ñnot having to think with their ten fingers amounts to missing part 

of their normally, phylogenetically human thoughtò (Leroi-Gourhan, 1965, p. 61-62 [translated Leroi-

Gourhan, 1993, p. 255]). Such questions of material engagement and skills are nowadays associated with 

anthropologist Tim Ingold, who is himself much indebted to the thoughts of Leroi-Gourhan and of Bergson 

(see Ingold 2004; 2013; 2014).  
3 ñOrigine et diffusion de la connaissance scientifiqueò. Conference given at the Maison des Sciences, Paris, 

on Wednesday 5th March 1952, see Leroi-Gourhan (1953) [note added by editors]. 
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What documents can we use? 

In truth, the prehistorian possesses very few elements for these 999/1000th of the 

time of humankind. For the most recent phases of prehistory, from about 40,000 to 10 or 

15,000 years before the present era, we have stone objects and also a large number of 

works of art whose content and situation give us a vague idea of the intellectual concerns 

humans had in the age of the reindeer.4 Further back, that is, between 40,000 and perhaps 

500,000 or 600,000 years, we have only the sparsest vestiges of human beings, most often 

limited to a small fragment of the jaw or the skull, along with the thousands of knapped 

flint objects that have survived all the geological periods without deterioration, and bring 

us proof of  the presence of  beings from hundreds and thousands of years ago (we shall 

not call them humans for the time being, but we return to this shortly). It ensues that these 

beings could make objects of a certain form and for a certain end. On the basis of this 

very sparse material evidence, prehistorians have managed to  divide prehistoric times 

into three periods: the Lower Palaeolithic, the Middle Palaeolithic and the Upper 

Palaeolithic. We will see later that the Upper Palaeolithic corresponds to the period when 

humans quite similar to us lived, from about 40,000 to about 10,000 years ago; further 

back, in the Middle Palaeolithic and the Lower Palaeolithic, they were physically very 

different from us.  

However, are these testimonies ï some very rare human physical remains, and the 

innumerable worked stones that have survived the disappearance of all that surrounded 

these humans at the time ï sufficient to provide us with some trace of the evolution of 

human thought, are they reliable enough for us to be able to identify an evolutionary 

pathway? We can answer Yes, at least in the broadest terms. There is no question here of 

producing a complete history of the evolution of human thought, but we seem to be able 

to follow up two or three particularly clear paths. These humans of the Lower Palaeolithic 

were very different from us, and on the whole they corresponded to forms that can be 

considered to be intermediaries between primates (of which current days anthropoid 

primate give us only an approximate idea, not being bipeds) and the Homo sapiens we 

ourselves represent. What can we imagine the mind of these beings to be? What do we 

know about their technical thought? 

THE ELEMENTARY STAGE OF  TECHNIQUES 

For these intermediate beings our evidence comes almost exclusively from large 

shaped stones which are called bifaces, and are found over an extremely long period, not 

only in France and Western Europe, but in most of Africa and large areas of Asia. We 

shall consider the biface to be the most characteristic object from this period (there are 

others, but we know this one best). What were they used for?  

Everything suggests that these were the knives of the period, and not, as has 

sometimes been proposed, handaxes [coup-de-poing] or axe blades. They were the tools 

 
4 The chronological values mentioned here are symbolic only. They are based on geologists' speculations 

and express probable orders of magnitude, confirmed in part by the methods of astronomy and physics. 

However, we still have no absolutely tried and tested method for measuring geological time over the whole 

of the Quaternary period. 
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with which humans cut up rhinoceros or the deer they had killed, and with which they 

probably chopped down the branches they used to make clubs and spears. They were an 

all-purpose tool, like todayôs knives or machetes. 

I will use this example to follow up the development of technical thought over time 

with you, and to see to what extent we can go further than purely material forms of stone. 

Take this object, which weighs 500-600 g. It was knapped out of a flint block weighing 

approximately 1 kg at least. At the beginning of the Quaternary Era, humans obtained 

from this 1 kg a useable blade of about 20 cm. So we know that in the Lower Palaeolithic 

period, 1 kg of flint was required for 20 cm of cutting blade. I should add that experiments 

have shown that a flint blade wore down quite quickly, so knives had to be changed 

frequently. When we get to the second Palaeolithic period, the Middle Palaeolithic, we 

find human beings who are already entirely different physically; humans of this period 

belonged to the Neanderthal type, that is, with a reduced cranial capacity for the most 

ancient, and equal to ours for the most recent, with very low foreheads, enormous 

eyebrows, and much more prominent and longer faces than ours. Their limbs still retained 

certain primitive features,  and what we know of how they lived seems to indicate that 

their material customs were at the very least quite similar to the Tasmanians or Fuegians 

encountered by nineteenth-century travellers. They hunted, gathered roots and tubers, and 

lived either in the open or in the shelters they could find, and we know from. excavations 

of prehistoric sites what these ñinteriorsò must have looked like. Large quantities of the 

Neanderthal's food remains were found in these caves. There is often a sort of bulge 

around the edge of the rooms, some 50 to 75cm deep, composed of bisonsô ribs, the 

remains of horsesô hooves, of reindeer antlers, rhinoceros fragments, etc., all smashed 

into bits in order to extract the marrow before being thrown to the edge of the room just 

as they were after eating. One can well imagine the comfort of these dwellings, not to 

mention the prevailing odours. 

What do we know about the intelligence of Neanderthals? 

We have a large number of documents in our possession that can give us a more 

human idea of their techniques than we might have supposed from their living spaces and 

the form of their skulls. 

THE DEVELOPMENT OF RATIONAL TECHNICAL OPERATIONS  

A considerable distance has been covered since the rudimentary bifaces of the 

Lower Palaeolithic. If we keep to the example of the flint core weighing 1 kg that was 

used to make the biface, we can reconstruct the operations used by Neanderthals to 

manufacture their knives. Using a pebble to trim the mass of the core, the Neanderthal 

shaped it so that he could quickly obtain, for example, some thirty triangular flakes, which 

were just as efficient as cutting tools as was the biface. So we now have thirty flakes, the 

equivalent of three metres of usable cutting edge. This is very important, because it is the 

first precise picture we have in the history of humankind of a technical process of such 

complexity: the systematic knapping of triangular flakes characteristic of the Mousterian 

represents a series of a dozen gestures following each other in an absolutely rigorous 

order. This is the first evidence we have of the sustained unfolding of technical 
































































































